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Abstract—Clustering is a crucial step in the analysis of gene
expression data. Its goal is to identify the natural clusters and
provide a reliable estimate of the number of distinct clusters
in a given data set. In this paper we propose new hybrid
algorithm for clustering of microarray data based on spectral
clustering and k-means. Our algorithm consist of four steps,
including preprocessing or filtering step, and finding optimal
number of clusters by using two different clustering methods
based on hierarchical and partition-based approaches. Then, we
cluster data based on similarity/dissimilarity metrics with spectral
clustering. In the final step, we select centroid genes based on k-
means results. The proposed method was tested on six data sets
from GEMS microarray database. When compared with existing
single or combination of clustering methods, our results indicate
about 10% improvement in selection of representative genes.

Keywords Bioinformatics, Clustering Analysis, Gene ex-
pression, Data mining, Spectral clustering, Microarray data

I. INTRODUCTION

Microarrays have been used in various biomedical appli-
cation such as gene discovery [1], [2], disease diagnosis [3],
pharmacogenomics (drug discovery) [4], and toxicology [5].
DNA microarray technology is currently the most popular
technology widely used for gene expression profiles. It is
common to process thousands of genes from a large set of
information in a microarray dataset in one experiment [6], [7].
Microarray data is usually represented as a matrix (N ×M ),
where each row represents a gene and each column an
experiment. There are two approaches for detecting gene
groups: biclustering and clustering [8]. Row-column clustering
is performed simultaneously in biclustering approach, while in
clustering approach either row (gene) or column (experiment)
clustering is performed. In this paper we focus on clustering
approach.

It is very difficult to make the right classification of data by
using only pure statistical methods, especially in cases where
the number of dimensions (number of samples) reaches up to
several tens of thousands. The first problem is prepocessing
or filtering less important information (information that do not
contribute to good classification of genes/samples) from those
that are crucial for further analysis. The goal is to transform
data set into a improved, appropriate and reliable form for
clustering. Thus, the quality of the clustering is increased. The
second problem is selection of representative genes which have
highly relevant information about disease from a large number
of genes in a data set.

The general problem for multidimensional data sets whose
deep structure is unknown is that the number and distribution
of clusters is unknown in advance. Thus, the well-known

clustering problem is how can one decide how many rep-
resentative weight vectors should be used? When a number
and distribution of the input clusters is known in advance, the
selection of a representative can be found in a few simple
computations.

In general, there are three main methods for microarray
classification: supervised, unsupervised and statistical meth-
ods. The first category includes methods [9], [10], [11] for
classification which require training and testing steps. How-
ever, in practice, microarray data sets usually contain a large
number of genes and relatively small number of samples,
so it is very difficult to make a good selection microarray
data on subsets for training and testing. On the other hand,
these methods usually suffer from a problem of overfitting,
thus the characteristics of training set are memorized instead
of capturing the desired pattern. Thus, additional knowledge
about structure of data set and its classes is usually needed.

The second category includes clustering methods [12], [8],
[13], [14] which do not require special knowledge for classi-
fication of data into a predefined number of groups. However,
these methods usually suffer from a problem of initial number
of clusters and starting centroid points, especially partitioning
based clustering methods. Statistical methods [22], [24] are
very popular and usually used as the first step of prepro-
cessing [25] for all above methods. These kind of methods
require a lot of time for execution, especially if microarray
has a lot of dimensions. The second problem is that they need
the help of other methods for completing final classification
task. Thus, we need a more effective method and software
tools for analyzing gene expression profiles of the microarray
experimental samples [26].

In this paper we propose new hybrid algorithm for clus-
tering of microarray data based on spectral clustering and
k-means. Our hybrid algorithm is composed of four steps.
In the first step, we pre-process data into a reduced number
of data dimensions (genes) by using only statistical methods
such as average value and standard deviation. In the second
step, we determine optimal number of clusters by using
two different clustering methods based on hierarchical and
partition-based approaches. We use two different instances
with two distance metrics. In the third step, we cluster data by
similarity/dissimilarity metrics with spectral clustering, based
on previously determined number of clusters. In the final step,
we select centroid genes based on k-means results from the
second step and results from spectral clustering.

The paper is organized as follows: background information
on clustering is briefly reviewed in section II. In section III,
we propose new hybrid algorithm for clustering of microarray
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data. Implementation and results are presented in section IV,
and in section V we conclude the paper with some remarks.

II. BACKGROUND

Data clustering is a method of grouping objects into
meaningful categories. Clustering is used for discovery of
similarity degree among forms, data exploration to discover
underlying structures, compression for organizing data and
other application for any scientific field that collects data.
Supervised clustering methods use labels for easier cluster
identification. However, labeling a large set of sample patterns
can be costly, thus unsupervised methods are used. Some ad-
vantages of unsupervised methods are detection of the gradual
change of pattern over time, identification of features useful
for categorization, gaining insight into the nature or structure
of the data during the early stages of an investigation.

In the context of expression profile for microarray data
clustering has four main steps: 1) feature selection or extrac-
tion, 2) design of clustering algorithm, 3) validation of clusters
and 4) interpretation of results. In recent years, there are many
published studies in this field [8], [13], [14], [15], [16], [17].
In summary [6], these approaches can be grouped in five
major groups based on: a) similarity and distance measures, b)
hierarchical clustering, c) partition clustering, d) model-based
and e) feature-based methods. The goal of these approaches is
to group objects into disjoint clusters in such a way that objects
with high similarity to each other belong to one cluster.

Methods based on similarity and distance measures vary in
the way the distance between data is measured. The examples
of distances often used are: Euclidean distance, correlation
distance based on Pearson correlation coefficient, Mahalanobis
distance, cosine angle and squared Pearson correlation. Hier-
archical clustering is divided into agglomerative and divisive.
Agglomerative algorithms begin with individual gene expres-
sion pattern cluster and successively merge them into smaller
groups (bottom-up approach), while divisive approach start
with whole set and divide it into smaller groups (top-down
approach).

Partition clustering starts with pre-defined number of clus-
ters with initial cluster centroids, allocate each data point to
the cluster which has the nearest centroid, and compute the
new centroids of the clusters. Then, alternate between second
and third step until no data points change clusters [18]. Two
classic representative algorithms are k-center and k-means.
Model-based approaches are based on the fundamental relation
between expression profile and a function of model parameters
such as mixture-model and hidden Markov model. Feature-
based methods focus on overall shapes of characteristic fea-
tures, such as local shape-based similarity measure and scale-
space signals. An exhaustive reviews of exiting approaches for
the analysis of gene expression data can be found in [8], [14].

III. HYBRID ALGORITHM

Our hybrid algorithm is composed of four steps as illus-
trated in Fig. 1: A. Data Set Prepocessing, B. Selection of the
number of clusters, C. Spectral clustering and D. Selection of
representative genes. In this section, we describe each step in
detail.

A. Data Set Prepocessing

The first and preliminary step for classification and cluster-
ing methods is data cleaning and reduction of data dimension-
ality. Experimental studies have shown that microarray data
sets contain bigger number of genes than the number of sam-
ples. Most of these genes are without appropriate expression
values, thus they do not carry any important information for
experiments.

In general, methods for dimension reduction can be cate-
gorized using different criteria like: normalization, discretiza-
tion to binary values, simple statistical techniques (average
value, standard variation, standard deviation, or combination
of these), selection of the best original features and selection
of a representative gene.

For our case we used statistical methods such as average
value and standard deviation for cleaning (reduction) of mir-
coarray data as described in Eq. 1, Eq. 2 and Algorithm 1.

x̄j =
1

N

N∑
i=1

(xij),∀j = 1, 2, ...,M (1)

sj =

√√√√ 1

N − 1

N∑
i=1

(xij − x̄j)2,∀j = 1, 2, ...,M (2)

Algorithm 1 Cleaning (reduction) microarray Data set
Require:
data - microarray dataset;
x̄j - average value by j column;
sj - standard deviation by columns;

k ← 0 . Set k to 0
for j ≤ size of number columns of data; j ← j + 1 do

if (sj > δ · x̄j) then
k ← k + 1 . increment k when if statement is true
for i ≤ size of number rows of data; i← i+ 1 do

gik ← xij
end for

end if
end for
return (G) . Return reduced Data set.

In Algoritam 1, 1 ≤ δ ≤ 2. For our case, δ is set to 1.75.

B. Selection of the number of clusters

For determining the optimal number of clusters, we used
four clustering algorithms: two k-means and two Hierarchical
Agglomerative Clustering (HAC), as illustrated in Fig. 1.B.
In other words, we use two clustering methods with different
similarity (disimilarity) measures. In our case, for the distance
measure we selected Euclidean distance and the correlation
distance based on Pearson correlation coefficient. After that the
process of clustering of reduced microarray data set is repeated
Cmax times for each of four selected clustering algorithms.
Upper boundary Cmax in the worst case could be specified as
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Fig. 1. Basic steps of Hybrid Algorithm for Clustering of Microarray data and selection of representative genes.

N/2, where N is number of experiments in the data set. In
better case Cmax should be selected so that it is sufficiently
large than the optimal number of clusters (this upper boundary
could be specified based on our knowledge of the data set).

During the process of execution of methods clustering, for
each clustering algorithm l (l = 1, 2, ..., 4) we calculated the
sum of the variances of points within predefined number of
clusters k = 1, 2, ..., Cmax based on Eq. 3.

Qlk =

Cmax∑
k=1

((
∑
xi∈Ck

1)− 1)× 1∑
xi∈Ck

1
×

M∑
j=1,xi∈Ck

(xij − x̄j)2)

(3)

Suppose Q1k, Q2k, Q3k and Q4k are sums of variances for
each of four clustering methods executed based on Eq. 3,
where is k = 1, 2, ..., Cmax, respectively. Finally, the optimal
number of clusters η is calculated based on Eq. 4, Eq. 5, and
Eq. 6.

Q̂k =
1

4

4∑
l=1

(Qlk − (
1

4

4∑
j=1

Qjk))2,∀k = 1, 2, ..., Cmax (4)

ηmax = arg max
2≤k≤Cmax

{
Q̂k
}
, (5)

η =


ηmax − 1, if

ηmax−1∑
i=2

Q̂i >
2(ηmax−1)∑
ηmax+1

Q̂i

ηmax, if
ηmax−1∑
i=2

Q̂i ≤
2(ηmax−1)∑
ηmax+1

Q̂i

(6)

From Eq. 6, the maximal number of clusters Cmax in
the best case is selected as Cmax = 2 × ηmax. A graphical
representation of the process of finding the optimal number of
clusters is shown in Fig. 2. Point ηmax represents the value of
k (k = 1, 2, ..., Cmax), where the variance Q̂k has the maximal
value in point Q̂ηmax .
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Fig. 2. Graphical representation of the process of finding the maximal and
optimal number of clusters.

C. Spectral clustering

Recently, spectral clustering [19] became one of the most
popular clustering algorithms. Traditional clustering algo-
rithms, such as the k-means algorithm, use only simple metrics
such as Euclidean distance to calculate distances between
points in a data set and then make clusters by distance values
(max or min). Unfortunately, they are not good enough for
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clustering data into a predefined number of clusters.

In this paper we used the most commonly used normalized
spectral clustering algorithm according to Ng et.al [20] and
[21]. The basic technique of the spectral clustering is to
perform dimensionality reduction before clustering in fewer
dimensions. As input in the spectral clustering we used affinity
matrix A = a(ij), i, j = 1, 2, .., n [19], [20], [23], which
contains relative similarity for each pair of n points in the
data set. This affinity matrix [23] is typically defined as e

−d2

σ2 ,
in a way similar to the Gaussian kernel based on inter-point
euclidean distance, where d is Euclidean distance between
points and σ is a scale factor.

The basic steps of this algorithm are presented below:

◦ input: number k of clusters which need to construct
◦ for a given dataset of n points X = x1, ..., xn ∈ Rl

form the affinity matrix A ∈ Rn×n which is defined by

aij = e
−d2(xi,xj)

σ2 , i, j = 1, 2, ..., n, where d(xi, xj) is some
distance function (e.g. Euclidean) between points xi and xj
◦ compute degree matrix
D = diag(di) where di =

∑n
j=1 aij

◦ compute the normalized Laplacian matrix
L = D

−1
2 × L ×D 1

2 , where L is Laplacian matrix defined
as L = D − S
◦ perform the eigen value decomposition by equation L×υ =
λ × υ, where υ ∈ Rn×n matrix of eigen vectors and λ ∈
Rn×n is matrix of eigen values
◦ form matrix U ∈ Rn×k from matrix υ,
uij = υim where i = 1, 2, ..., n; j = 1, 2, ..., k and m is k
largest eigen vectors which are selected as the last k columns
from matrix υ

◦ construct the normalized matrix Y from the obtained matrix
U
yij =

uij

(
∑k
l=1 u

2
il)

1
2

, where i = 1, 2, ..., n; j, l = 1, 2, ..., k

◦ clustering n points yi ∈ Rk, i = 1, 2, ..., n with K-means
algorithm into C1, C2, ..., Ck clusters

For our case, we found that the affinity matrix A (Eq. 7)
gives the good results for microarray data set.

A = e−sin( arccos(R)
2 )2 (7)

where R is Pearson’s correlation coefficient given by Eq. 8,
x and y are points in d-dimensional space, x̄, ȳ are average
values for x and y, and n is number of variables.

R =

n∑
i=1

(xi − x̄)(yi − ȳ)√
n∑
i=1

(xi − x̄)2
n∑
i=1

(yi − ȳ)2

(8)

D. Selection of representative genes

Selection of representative genes is executed by Algo-
rithm 2. Selection is performed based on results of Spectral
clustering and selective k-means results. Genes which exists in
the same clusters (from results of Spectral and two k-means

clustering) are selected as potential representative genes. In
the second step, only genes with minimal Euclidean distance
between potential selected genes (gk ∈ G) and center of
Spectral clusters are selected as the best representative genes
(X̂).

Algorithm 2 Selection of representative genes
Require:
X - microarray data set;
C(e) - k-means (Euclidean) clusters;
C(c) - k-means (Correlation) clusters;
C(s) - Spectral clustering clusters for number of clusters;

Relabel C1
k ← C

(e)
k according to centers of clusters C(s)

and C(e), where C(e)
k = {C(e)

1 , C
(e)
2 , ..., C

(e)
η } for k = 1, 2,

... η
Relabel C2

k ← C
(c)
k according to centers of clusters C(s)

and C(c), where C(c)
k = {C(c)

1 , C
(c)
2 , ..., C

(c)
η } for k = 1, 2,

... η
for i=1 to 2; i← i+ 1 do

for k=1 to η; k = k + 1 do
Gik ← XCik

⋂
X
C

(s)
k

end for
end for
for k=1 to η; k = k + 1 do

Gk ← G1
k

⋃
G2
k

x̂k ← min
i,gik∈Gk

d2(m
(s)
k , gik), where {x̂k} ∈ X̂

. d2 is Euclidean square distance between m(s)
k (center of

cluster C(s)
k ) and gik.

end for
return (X̂) . Return representative genes

IV. IMPLEMENTATION AND RESULTS

A. Implementation
Our method has been implemented in MATLAB version

7.11.0 (R2010b) with Statistics Toolbox. The clustering was
performed on Intel Core2 1.80 GHz CPU with 4GB of RAM.

The effectiveness of our method has been verified on data
sets selected from [27]. This approach allows convenient ver-
ification and comparison with similar algorithms or methods.

B. Results

In order to evaluate our hybrid algorithm we used several
data sets. Data sets are used for evaluation our hybrid algorithm
as described in Table I. The first column is data set identifica-
tion, the second is number of clusters, the third is number of
experiments, and the forth is number of genes in a data set.

Some results are presented in Fig. 3, 4, 5, where (a) depicts
the sum of the variances of points within predefined number of
clusters k = 1, 2, ..., Cmax (Eq. 3), and (b) depicts the optimal
number of clusters η (Eq. 4).

We compare our results manually with other existing clus-
tering models including the spectral clustering, k-means and
hierarchical agglomerative clustering with different selected
measures. We emphasize the fact that our main goal it to

Computers, Automatic Control, Signal Processing and Systems Science

ISBN: 978-1-61804-233-0 29



0 5 10 15
0.6

0.8

1

1.2

1.4

1.6
x 10

4

clusters − k

Q
(k
)

SRBCT (small, round blue cell tumors)

 

 

HAC (Euclidean)

HAC (Correlation)

k−means (Euclidean)

k−means (Correlation)

(a)

0 5 10 15
0

1

2

3

4

5
x 10

5

clusters − k

Q̂
(k
)

SRBCT (small, round blue cell tumors)

(b)

Fig. 3. Representation of Small, Round Blue Cell Tumors (SRBCT) Data set,
(a) the sum of the variances of points within predefined number of clusters
k = 1, 2, ..., Cmax (Eq. 3), (b) the optimal number of clusters η = 4 (Eq. 4).
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Fig. 4. Representation of Lung Cancer Data set, (a) the sum of the variances
of points within predefined number of clusters k = 1, 2, ..., Cmax (Eq. 3),
(b) the optimal number of clusters η = 5 (Eq. 4).
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Fig. 5. Representation of Leukemia2 Data set, (a) the sum of the variances
of points within predefined number of clusters k = 1, 2, ..., Cmax (Eq. 3),
(b) the optimal number of clusters η = 3 (Eq. 4).

TABLE I. DATA SETS USED FOR EXPERIMENTATION

Data set name Clusters Experiments Genes
Prostate Tumor 2 102 10509
SRBCT 4 83 2308
Lung Cancer 5 203 12600
DLBCL 2 77 5469
Brain Tumor2 4 50 10367
Leukemia2 3 72 11225

show the effectiveness of our hybrid algorithm in selection
of representative genes [28], rather than application of single
clustering method or their combination when using large
microarray data sets [27].

The estimation accuracy when compared with existing
single or combination of clustering methods is about 10%
improved. We think that this information can be used for better
prediction of unknown microarray genes.

V. CONCLUSION

In this paper we propose new hybrid algorithm for clus-
tering of microarray data based on spectral clustering and k-
means. Spectral clustering is a simple method for finding struc-
ture in data, which uses spectral properties of an associated
pairwise similarity matrix.

The proposed method was tested on six Data sets from
GEMS microarray data sets [27]. On a given set of data, our
method improved selection of representative genes for about
10% when compared with existing single or combination of
clustering methods. Thus, it is suitable for classification of
unknown microarray genes.
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