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Abstract—Following widespread of Smartphone, SNS that 
shares experience and information of each individual is rapidly 
growing. In particular, vertical SNS which shares a certain 
type of information emerged. This paper designed and 
materialized vertical SNS for college student backpackers. The 
application provides travelers with an opportunity to 
communicate as well as a function that can compute travel 
expenses, while following the user location. Web application 
was materialized using HTML5, while footprint function was 
materialized using Geo location which is one of the HTML5 
function. When application is materialized using HTML5, 
materialization is possible regardless of the types of platform.  
This study is expected to contribute to the provision and 
sharing of diverse information that are helpful to college 
student backpackers. 

Keywords-component; SNS, Vertical SNS, HTML5, 
backpacker 

I.  INTRODUCTION 
Gathered in public SNS such as Twitter, Facebook and 

Google plus, we upload our emotions and information in a 
form of text, image or videos and share them with others [1, 
2, 3]. With abundant information in diverse fields, a huge 
amount of traffic is generated. In these days, vertical SNS 
such as Instagram and Pinterest that induce large traffic by 
focusing on a specific topic and style began to emerge [4]. 
Since their approach is focused on a specific issue such as 
hobby, culture and tourism, users can share more profound 
information. In particular, restaurant and accommodation 
information related to tourism are provided through diverse 
types of service. However, considering that the share of 
information is done in text, pictures and videos, more 
specific form of information regarding travel will be helpful. 
In this paper, a vertical SNS for college student backpackers 
was designed and materialized. In addition to sharing 
information based on previous vertical SNS, the new vertical 
SNS supports sharing of users’ own travel records and other 
people’s travel records travel using GPS information and it 
also supports the formation of community for finding travel 
companions. Reactive web technology of HTML5 and GPS 
API were used for the materialization which can be used in 
diverse Smart devices. 

 
This work was supported by a grant from 2015 Seoul Accord 

project(R0613-15-1148) of MISP(Ministry of Science, ICT and Future 
Planning) and  IITP(Institute for Information and Communication 
Technology Promotion).    

 

 

II. TYPE STYLE AND FONTS 

A. HTML5 
HTML5 is a web programming language that was 

confirmed as a next-generation web standard. HTML5 
expands previous HTML that was capable of displaying text 
and hyperlinks only such that it can present diverse 
applications including multimedia to provide them to users. 
As it can provide diverse functions such as audio, video, 
graphic processing and location information, the functions 
that can be processed on web have remarkably enhanced [5]. 
HTML5 is a technology aimed at web application rather than 
web contents. In particular, diverse functions are 
standardized and provided for rich interaction regardless of 
the platform. Moreover, realistic web application can be 
programmed thanks to the additional API function.   

In this paper, web application was materialized using 
HTML5, while footprint function was materialized using 
Geo location which is one of the HTML5 functions. When 
application is materialized using HTML5, materialization is 
possible regardless of the types of platform. 

B. GPS(Global Positioning System) 
GPS (Global Positioning System) is a satellite navigation 

system that computes the current location of the user by 
receiving signal from GPS satellite. It is largely used in 
navigation devices of aircrafts, ships, and automobiles and it 
is also being used in Smartphone, tablet PC, etc. these days. 
Here, the coordinate is obtained by calculating the distance 
between the GPS satellite and GPS receptor. If we have 
accurate location and distance of GPS satellite, three GPS 
satellites are sufficient to find a precise location [6]. 

In this paper, location information was easily 
materialized using Open API of Daum Map by making use 
of GPS technology [7]. Convenience and usability of the 
application can further be enhanced when the travelers share 
their own location and check the footprint of other travelers 
to add travel information and entertaining function to the 
application 

C. Questionnaire Survey Analysis  
Figure 1 below is an excerpt from a survey result that 

was conducted offline on 64 college students. 
 

Recent Advances in Electrical Engineering

ISBN: 978-1-61804-351-1 11



 

Fig. 1. Questionnaire Survey  

According to the survey results, 35 respondents (53%) 
complained about insufficient travel information when going 
on a trip and 44 respondents (67%) pointed out the additional 
expenses. Moreover, 44 respondents (67%) said they wanted 
an additional function of travel expense calculation, while 37 
(56%) hoped for an additional function of travel information 
share. Most of the college students showed strong interest in 
travel expenses and they also wanted shared information 
about the places where others visited or are planning to visit. 
This paper applied these results to the functional 
materialization of vertical SNS. 

III. DESIGN AND IMPLEMENTATION 

A. Structured Design 
Figure 2 shows a flowchart where there is a DB for 

storing and retrieving the travel information and user 
location and the functions of providing users with 
information are defined. 

 

 

Fig. 2. Flowchart of vertical SNS 

B. UI Design 
Figure 3a below is a screenshot after login. There is a 

profile and background screen that can be changed by users 
and the main menus of the application are listed in a single 
row. There are six image buttons that enable easy movement 

of the core functions of the application. Figure 3b shows the 
travel note page. The menus selected by the traveler are 
listed and the total expenditure is calculated at the bottom. 

 

 

Fig. 3. UI Design (Main Page and Persnal Page) 

C. Implementation 
In this paper, three functions including member 

registration and login, travel expenditure calculation function 
and footprint shot function were realized. 

Figure 4 below shows the login and member registration 
page. The login page has a members-only area in the title 
part so that it can induce users’ member registration. The 
member registration page uses minimum amount of contents 
and textbox to lessen the pressure of member registration. 

 

     

Fig. 4. login and member registration 

Figure 5 below is a screenshot of famous restaurant 
bulletin board and user note of each location. In bulletin 
board, the users can look for the menu, prices and location of 
famous restaurants and they can select menu and contain 
them in their note. Information about the food such as 
pictures and brief introduction are given to the users who can 
give scores to the food. Moreover, they can check the foods 
and contain them in their travel note. Each user can have one 
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user note and it shows the items selected in the bulletin 
board. The users can check the menu they chose which can 
be revised or deleted. A total calculation fee is expressed at 
the bottom. 

 

   

Fig. 5. Famous restaurant bulletin board and user note 

Figure 6 below is a screenshot after running footprint 
function. In the screen, yellow marker shows the location 
checked by the application users, while blue marker indicates 
the current location of the user. The users can express their 
own location by clicking footprint store button. Footprint 
guarantees anonymity and the id information is not put into 
the DB. 

 

 

Fig. 6. Footprint function 

IV. CONCLUSION 
In this paper, vertical SNS service was designed and 

materialized for college student backpackers. The vertical 
SNS for sharing travel information was designed such that 
not only the share of basic travel information about 
backpacking, but also the real-time communication about the 

travel expenses, visited spots and accompanying destination 
are possible. The users can search for other backpackers near 
them using GPS information and the system is also designed 
such that the users can make use of the information by the 
previous backpackers. Moreover, HTML5 technology was 
used for the materialization that can respond to diverse Smart 
devices.  

Following recent spread of diverse Smartphone, people 
want to share information anywhere and at anytime. By 
facilitating communication of experience and information 
among the college student backpackers, this paper is 
expected to help the college students who are hesitant in 
going off on a journey so that they can grow out of fear for 
travel and hit the road. 
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Abstract—The process of predicting the secondary structure of 

protein is crucial in understanding the protein functionality. It is very 
important in understanding the protein functions and in diagnosing 
any disorder. This paper shows the usage of neural networks 
paradigm in the prediction process. It discusses the difference 
between applying feed forward and back propagation algorithms on 
the prediction accuracy. The results show that the highest accuracy is 
reached when presenting the primary sequence in binary format and 
use Feed-Forward network. The accuracy reached around 86% when 
predicting Beta strands or sheets only. Moreover, it was seen that 
predicting alpha and beta each alone and combining the results didn't 
show significant accuracy enhancement. 
 

Keywords—Artificial Neural Networks, Bioinformatics, Machine 
Learning, Protein Secondary Structure Prediction. 

I. INTRODUCTION 
Protein secondary and tertiary structures prediction is a very 

important process this is because secondary structure 
prediction helps in finding protein disorder and figure out 
diseases. Moreover, accurate prediction of secondary structure 
helps in predicting the tertiary structure which is important and 
difficult as well.  Protein forms its secondary structure when 
the amino acids (primary basic elements) bond together 
forming one of three shapes. The secondary structure can be 
alpha helix, beta sheets/strands or loops. The goal of the 
secondary structure prediction is to know the bonds that the 
amino acids form, which will help scientist take the correct 
actions in case of finding any disorder. 

Neural networks [1] were used as the machine learning 
technique for the secondary structure prediction process. The 
first use was by Qian and Terrence [2]. They worked on a 
network with 17 input groups having 21 units per group, 40 
hidden units and three output units. They reached accuracy of 
about 64.3%. Later, Chandonia et al [3] used some additional 
info in the prediction process that helped them reach an 
accuracy of 73.9% for class prediction. Then a more advanced 
neural networks were then proposed by Pollastri et al [4]. They 
used bidirectional recurrent neural network and their accuracy 
reached 78%. Recently a combined method was introduced by 
Y. Wei et al [5] in which the prediction is accomplished using 

 
 

the value from multiple predictors, these values are then 
combined to find out the likelihood of the amino acid 
sequence. Its accuracy reached 83.04%.  

In this paper, section one presents a brief introduction about 
the usage of neural networks in the protein structures 
prediction. Section II shows the data pre-processing in order to 
be ready for the learning process. Later, section III shows the 
implementation of the neural network and the results obtained 
by applying different neural networks hierarchies showing the 
best accuracy. Finally, the conclusion is presented showing 
what can be done in the future to enhance the accuracy. 

 

II. DATA PREPROCESSING 
This paper is based on a data set extracted from the PDB -

Protein Data Bank-[6]. Specifically the data set used is the 
CB513 [7] which contains 513 file each representing a single 
protein sequence. Each file contains data about a single protein 
sequence. Converting separate files having protein structures 
to data ready for machine learning process (matrix like form) 
is a hard task. To start any machine learning algorithm you 
need to have a specific input and output. Preprocessing steps 
are shown briefly in fig. 1 then will be explained in detail. 
Later a simple example will be explained.  

 
Fig. 1 - Block diagram for protein data preparation 

A. Dealing with raw files 
The raw file is represented in FASTA format [8] which is a 
text-based format for representing either nucleotide sequences 
or peptide sequences, in which nucleotides or amino acids are 
represented using single-letter codes. The file contains 
multiple data but only the following is needed: 
 

Table 1 - Data of protein raw 
RES Represents the protein residue (primary structure). 
DSSP Represents the secondary structure from the DSSP 

database. 
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B. Primary and secondary structures separation: 
The first step done on these files is collecting all the primary 
structures and the secondary structures together in two 
separate files. Then all the commas that separates the 
characters of the sequence are removed and replace the in the 
secondary structures with a coil (C). 

C. Encoding primary and secondary structures: 
The next step after having the primary and secondary 
structures separated is to encode them. The encoding step 
includes assigning a numeric value for each letter of the input. 
First the primary structure is represented in one of 20 main 
amino acids. The ambiguous amino acids like Asx (B), Glx (Z) 
[9] are dealt with as a single value. So the encoding of primary 
structure and secondary structures are shown in table 2 and 3 
respectively. After finishing this step, we have two files one 
having all encoded primary structures and the other having all 
encoded secondary structures as explained above. 
 

Table 2 - Encoding of protein primary structure 
Amino Acid Letter Code Encoding Value 

Alanine A 01 
Cysteine C 02 

Aspartic acid D 03 
Glutamic acid E 04 
Phenylalanine F 05 

Glycine G 06 
Histidine H 07 
Isoleucine I 08 

Lysine K 09 
Leucine L 10 

Methionine M 11 
Asparagine N 12 

Proline P 13 
Glutamine Q 14 
Arginine R 15 
Serine S 16 

Threonine T 17 
Valine V 18 

Tryptophan W 19 
Tyrosine Y 20 

Asparagine B 

21 Glutamine Z 
Leucine J 

Unspecified X 
 

Table 3 - Encoding of protein secondary structure 
Secondary Structure Letter Code Encoding Value 
Alpha Helix (3-turn 

helix) 
G 01 

Alpha Helix (4-turn 
helix) 

H 

Alpha Helix (5-turn 
helix) 

I 

Beta Sheet E 02 
Others (bridge) B 03 
Others (bend) S 

Others (hydrogen 
bond) 

T 

Others (coil) C 
 
 

D. Prepare input and output for machine learning phase 
Having encoded values for input and output which is 

primary and secondary structures respectively is not enough to 
start the machine learning process. The problem needs to be 
more specific and aligned. Since the sequences are not of 
equal length and the output structure sequence may have the 
three secondary structures (alpha helix, beta sheet and coils), a 
generalization is needed in which the problem is seen as 
inputting a sequence and deciding whether it's alpha helix, beta 
sheet or coil. How will this be done? By choosing a number 
which will specify the number of amino acids from the primary 
sequence that will be considered a single input. This number is 
a constant through the learning and testing phases. The 
corresponding output will be a number representing alpha 
helix, beta sheet and coil and it will be the one at the mid index 
of the chosen constant. For example, we'll choose the number 
7 which means that the first 7 amino acids will be the input and 
the output will be the secondary structure mapped to index 4 
(as if the amino acid number 4 is being checked when it's in a 
sequence of 7 amino acids).  
This step will be clearer later when explained with an example. 
In this stage, all primary sequences are combined together with 
"00" separator also the same is done for the secondary 
sequences. Then the primary sequence is divided with the 
value chosen before (i.e. 7). So the first seven are taken then 
the first amino acids are dropped to take the next and so on as 
shown below. When a sub sequence is found to have "00" in 
the mid place (i.e. 4th place), the sequence is discarded. 

 
15170302200612181215080317170601160209170109130 
15170302200612181215080317170601160209170109130 
15170302200612181215080317170601160209170109130 

 
Then the output for each is taken by skipping the first 3 
numbers as the first to have a secondary output will be the 4th.  
Fig. 2 represents an example of the steps explained above. 
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Fig. 2 - Real example for data pre processing  
P and S refers to primary and secondary structure files 

respectively. 
 

III. IMPLEMENTATION AND RESULTS 
Artificial neural network is chosen to be the machine 

learning tool used to predict the protein secondary structure. 
MTLAB R2013a neural network tool box is used to implement 
different neural networks and use different architectures. 
Implementation varies according to specific commuting 
parameters as shown in table 4. This resulted in 128 different 
trial.  

 

Table 4 - Implementation computation parameters 
Computing 
Parameter Different Values 

Neural Network 
Architecture 

Feed Forward 
Back propagation. 

Hierarchy 

Single hidden layer with different 
number of neurons. 
 
Multiple hidden layer with different 
number of neurons 

Number of input 
neurons 

The input file that represents the 
primary structures was split to form 
the input matrix using different 
numbers that vary from 17 to 31. This 
decides the number of amino acids 
that will be given to the neural 
network at once} 

Input format 

Integer input: such that amino acids 
are encoded as numbers from 1 to 21 
 
Binary input: such that amino acids 
are encoded as binary values (0 and 
1). Each amino acid is encoded to a 
string of 0's and 1 at the index of the 
amino acid. For example: sequence 
0307 will be encoded to    
001000000000000000000 
000000100000000000000 

Prediction Output 
Predict alpha and beta together 
Predict alpha only 
Predict beta only 

 
 

Results will be discussed below showing the most and least 
error rates. Moreover, comparing results among different 
architectures is shown. It is clearly seen that the highest error 
rate results when predicting both alpha and beta together using 
input in number format ranging from 50% to 56% with 
accuracy about 50% as shown in table 5. While the lowest 
error rate results when predicting Beta structures alone and 
representing the input in binary format. Error rate in this case 
ranged from 14% to 18\% with accuracy about 85% as shown 
in table 6. Table 7 shows the average performance when 
predicting both alpha and beta using binary format. Error rate 
average is 37% with accuracy 63%.  These results exceeds the 
accuracy of John et al [10] whose results had an accuracy 
ranging from 62.3% to 73.9%. Also exceeds those of Qian and 
Terrence [2], Chandonia et al [3] and Pollastri et al [4].  

 

P: RES:A,P,A,F,S,V,S,P,A,S,G,A,S,D,G,Q,S,V,S,V 
P: RES:T,P,A,F,N,K,P,K,V,E,L,H,V,H 
S: DSSP: , ,E,E,E,E,E, , ,S,S, , ,S,S, ,E,E,E,E 
S: DSSP: , ,S, , ,S, ,E,E,E,E,E,E,E R

aw
 F

ile
 

P: APAFSVSPASGASDGQSVSV 
    TPAFNKPKVELHVH 
S: CCEEEEECCSSCCSSCEEEE 
    CCSCCSCEEEEEEE R

em
ov

e 
co

m
m

as
 

P: 
0113010516181613011606011603061416181618 
1713010512091309180410071807 
S: 
0303020202020203030303030303030302020202 
0303030303030302020202020202 

En
co

de
 

P: 
0113010516181613011606011603061416181618
001713010512091309180410071807 
S: 
0303020202020203030303030303030302020202
000303030303030302020202020202 

C
om

bi
ne

 w
ith

 0
0 

01 13 01 05 16 18 16 13 01 16 06 01 16 03 06 14 18 16 18 00 17 13 01 05 12 09 
13 01 05 16 18 16 13 01 16 06 01 16 03 06 14 16 16 18 00 17 13 01 05 12 09 13 
01 05 16 18 16 13 01 16 06 01 16 03 06 14 16 18 18 00 17 13 01 05 12 09 13 09 
05 16 18 16 13 01 16 06 01 16 03 06 14 16 18 16 00 17 13 01 05 12 09 13 09 18 
16 18 16 13 01 16 06 01 16 03 06 14 16 18 16 18 17 13 01 05 12 09 13 09 18 04 
18 16 13 01 16 06 01 16 03 06 14 16 18 16 18 00 13 01 05 12 09 13 09 18 04 10 
16 13 01 16 06 01 16 03 06 14 16 18 16 18 00 17 01 05 12 09 13 09 18 04 10 07 
13 01 16 06 01 16 03 06 14 16 18 16 18 00 17 13 05 12 09 13 09 18 04 10 07 18 
01 16 06 01 16 03 06 14 16 18 16 18 00 17 13 01 12 09 13 09 18 04 10 07 18 07 

Input Matrix 

Split by odd number to make the input and output matrices 
In this example, 9 will be used. The matrices are column based 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 1 1 1 
0 0 0 1 1 1 1 1 1 1 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 

Output Matrix 
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Table 5 - Accuracy when predicting alpha and beta using 

binary format (Worst accuracy) 
 Back propagation network Feed forward network 

Number 
of input 
nodes 17 19 25 31 17 19 25 31 Number 

of hidden 
layers 

10 45.04 45.81 45.39 45.27 47.76 48.99 49.00 47.57 
3 44.38 45.14 45.49 45.30 46.16 46.58 46.24 46.37 

10 3 44.93 45.05 44.12 45.54 48.18 49.04 49.06 47.59 
3 10 45.17 45.37 45.23 45.26 48.59 46.45 46.57 46.43 

 
Table 6 - Accuracy when predicting beta using binary format 

(Best accuracy)  
 Back propagation network Feed forward network 

Number 
of input 
nodes 17 19 25 31 17 19 25 31 Number 

of hidden 
layers 

10 81.86 81.68 81.99 78.72 83.08 83.35 83.73 82.7 
3 81.79 81.57 82.08 81.01 82.36 82.10 82.57 82.36 

10 3 81.84 80.82 81.76 81.95 85.07 83.69 85.56 83.44 
3 10 81.97 81.91 82.09 81.88 82.09 82.06 82.17 83.03 

 
Table 7 - Accuracy when predicting alpha and beta using 

binary format (average accuracy) 
 Back propagation network Feed forward network 

Number 
of input 
nodes 17 19 25 31 17 19 25 31 Number 

of hidden 
layers 

10 63.70 63.81 64.14 64.01 65.8 64.62 65.75 65.82 
3 58.28 58.94 63.49 58.54 64.09 59.34 64.4 59.45 

10 3 58.89 63.54 63.51 63.54 65.8 65.57 67.84 66.86 
3 10 44.12 62.96 58.80 58.78 64.17 60.21 64.66 64.53 

 
 

IV. CONCLUSION AND FUTURE WORK 
 

As discussed all through the paper, artificial neural networks 
were used to predict the protein secondary structure. The 
method showed varying accuracy. It is clearly seen that the 
method  reached an accuracy of 86% which is considered 
significant with the use of Neural Network. This increase in 
the accuracy is due to the following: 

- Unifying the length of the input while having different 
protein primary structure lengths. 

- Encoding the input and the output in binary format. This 
made the network either take the whole component or 
discard it which is different that the case of numeric 
encoding. 

 
 
Having reached 86% accuracy is not enough. Further 
enhancements can be done to increase the accuracy. For 
example, we can combine the results from more than one 

network and take the highest weight or use other encoding 
techniques. Moreover, the trend in the prediction, is to use 
more than one machine learning technique and combine the 
results. By doing this, a better accuracy can be reached that 
will help later on in the tertiary structure prediction. 
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 

Abstract—Energy efficiency in data centers is a very important 

issue and getting growing attention from researchers. One approach to 

reduce energy consumption is to allocate virtual machines (VMs) to 

physical machines (PMs) in such a way that the number of idle PMs is 

maximized. Approaches of this kind are called static VM 

consolidation methods. Idle PMs can be put into an energy-saving 

sleep mode, in which PMs consume significantly lower energy than in 

the normal operation mode. But if too many VMs are packed into a 

single PM, the performance interference among VMs can cause 

significant slowdown to jobs. In this paper we introduce new static 

VM consolidation algorithms which noticeably reduce energy 

consumption but do not incur too much performance degradation on 

jobs due to inter-VM interference. We analyze proposed algorithms 

through simulation 

 

Keywords—Cloud-based data centers, Energy-efficiency, 

Inter-VM performance interference, SLA violation, Static VM 

consolidation algorithm.  

I. INTRODUCTION 

INCE the emergence of the concept of cloud computing, it 

is getting more widely adopted and deployed in the IT 

industry sector and receiving more attention from computer 

scientists and engineers. NIST defines cloud computing to be a 

model for enabling ubiquitous, convenient, on-demand network 

access to a shared pool of configurable computing resources 

(e.g., networks, servers, storage, applications, and services) that 

can be rapidly provisioned and released with minimal 

management effort or service provider interaction [1]. 

Examples of well-known cloud computing systems include 

Amazon EC2, Microsoft Azure, Google AppEngine, and 

Rackspace Cloudservers [2],[3]. 

Virtualization is an essential mechanism in providing the 

computing-as-a-service vision of cloud-based data centers. By 

providing physical resource sharing, fault isolation, security 

isolation, and live migration, virtualization allows diverse 

applications to run in isolated environments through creating 

multiple virtual machines (VMs) on shared hardware platforms 

[4]. When a user rents VMs to run an application on them, he 

specifies the amount of resources allocated to each VM by 
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stating required CPU cycles, memory, and I/O bandwidth. VM 

monitor (VMM) or hypervisor manages and multiplexes access 

to the physical resources, maintaining isolation between VMs at 

all times. As the physical resources are virtualized, several VMs, 

each of which is self-contained with its own operating system, 

can execute on a physical machine (PM) [5]. 

Scheduling in cloud-based data centers is a problem of 

mapping VMs to PMs. Of course, the mapping should be done 

in such a way that the resources needed by all VMs running on a 

PM should not exceed the capacity of that PM so that the PM 

may not be overloaded and the performance of its VMs may not 

be degraded. 

Another important issue in the scheduling problem is the 

minimization of the energy consumed in the cloud-based data 

center. The mapping should be performed in such a way that the 

total amount of energy consumed by all the PMs running all the 

VMs should be minimized. It is reported that worldwide, the 

data centers use about 30 billion kilowatts of electricity, roughly 

equivalent to the output of 30 nuclear power plants [6] and this 

number is expected to grow 12% a year. This excessive use of 

energy in data centers not only raises the operation cost of data 

centers heavily but also creates environmental issues such as air 

pollution. Therefore, minimizing energy consumption in data 

centers is becoming a more and more important issue. 

In many literatures, the power consumption of a server is 

modeled in its simplest form as follows: 

 

P(u) = Pmin + (Pmax – Pmin) × u 

 

where u is the CPU utilization, Pmin is the power consumed 

when the server is idle, Pmax is the power consumed when the 

server is fully utilized. In this paper we use two terminologies, 

PMs and servers, interchangeably. For most of all the servers 

available in the current market, it is shown that Pmin is almost 

50% or more of Pmax [7]. We can think of turning off a server 

when it becomes idle. But the procedure of turning off and then 

on a server takes too much of time and, therefore, cannot be 

thought of as a practical solution. But some researchers 

developed a power-saving mechanism in which an idle server 

can be rapidly put into a sleep mode and consume just 10% of 

Pmin. When a job arrives at the server, it can be put back into the 

normal operation mode rapidly [8]. With this kind of 

power-saving mechanism, a server consumes power with the 
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above power model when it has one or more jobs to run but can 

consume very little power when it has no job. 

With the above observation, if we run all the VMs on the 

smallest number of PMs and, therefore, maximize the number of 

idle PMs, we can greatly reduce the amount of energy consumed 

in data centers. This feature of scheduling, packing VMs into a 

small number of PMs, is called VM consolidation. It is known 

that VM consolidation is classified into (i) static consolidation, 

(ii) semi-static consolidation, and (iii) dynamic consolidation 

[9]. In static consolidation the sizing and placement of VMs on 

PMs is determined statically when a job arrives and does not 

change over a period of time. Semi-static consolidation attempts 

to take advantage of medium to long term workload variations 

by periodically re-sizing workloads and relocating them on 

target PMs. Semi-static consolidation typically takes advantage 

of intra-week variations or intra-month variations. Semi-static 

consolidation is performed by re-sizing and relocating 

workloads once a week or once a month. Dynamic VM 

consolidation extends the idea of semi-static consolidation even 

further by consolidating workloads daily or multiple times on 

the same day. Consolidations on such a frequent basis cannot be 

performed using VM relocation due to downtime required for 

VM relocation and, therefore, needs live VM re-sizing and live 

VM migration. While semi-static consolidation is suitable for 

very long jobs running for several weeks or months and 

dynamic consolidation is suitable for from long to very long 

jobs running for several days, static consolidation will be 

suitable for short jobs running for a couple of hours. 

In this paper we will address the problem of static 

consolidation. This problem has been studied extensively by 

many researchers as will be described in the next section on 

related works. But most of their works have the following 

problems. 

 

1) They assume that the performance of a VM is not affected by 

other VMs running on the same PM. But recent research 

results, which will be summarized in the next section, show 

that current virtualization technology does not provide 

perfect performance isolation. This imperfect performance 

isolation will have the effect of making job completion time 

longer than calculated assuming perfect performance 

isolation and in some cases can cause service level agreement 

(SLA) violations for some jobs. 

2)  Most of researchers consider only CPU utilization. But there 

can be various kinds of jobs. They can be CPU-bound, 

Memory-bound, or IO-bound. For CPU-bound jobs, CPU 

utilization is an important factor to consider but for IO-bound 

jobs, IO bandwidth utilization is an important factor. To be 

able to handle mix of various kinds of jobs, utilization of 

resources including CPU, memory, and IO should be 

considered simultaneously. 

3) Most of researchers assume that a server has one core and a 

server can run as many a number of VMs as possible unless 

the total resource requirements of all VMs on that server 

exceed the capacity of the server. But in reality a server has 

many cores and the number of VMs that can be allocated on a 

core is limited, for example 2 in Amazon EC2. 

 

In this paper we introduce new static VM consolidation 

algorithms considering (i) imperfect performance isolation of 

virtualization technology, (ii) mix of various kinds of jobs, and 

(iii) servers consisting of multiple cores and the limitation on 

the number of VMs for a core. The proposed algorithms are 

analyzed using the two metrics, the idle PM ratio and the 

Service Level Agreement (SLA) violation ratio, through 

simulation 

The rest of the paper is organized as follows. Section 2 

summarizes related works. Section 3 describes how much 

performance degradation a VM may suffer due to imperfect 

performance isolation when it is run with other VMs on the 

same PM. Section 4 explains the proposed static VM 

consolidation algorithm. Section 5 presents the simulation 

results and is followed by the conclusion in Section 6. 

II. RELATED WORKS 

The VM consolidation problem is quite often formulated as a 

bin packing problem which can be described as follows. Given n 

items and m bins with 

 

wj = weight of item j, 

c = capacity of each bin, 

 

assign each item to one bin so that the total weight of the items 

in each bin does not exceed c and the number of bins used is 

minimum [10]. This problem is known to be NP-hard and 

several approximate algorithms are introduced: First-Fit (FF), 

Best-Fit (BF), First-Fit Decreasing (FFD), and Best-Fit 

Decreasing (BFD) algorithms. We assume that items and bins 

are indexed. The FF algorithm considers the items according to 

increasing indices and assigns each item to the lowest indexed 

bin which it fits. The BF algorithm is obtained from FF by 

assigning the current item to the feasible bin having the smallest 

residual capacity. If items are sorted in the non-increasing order 

of their weight and then FF and BF algorithms are applied, the 

resulting algorithms are called FFD and BFD algorithms, 

respectively. Making an item, wj, a bin, and c correspond to a 

VM, the resource requirements of VMj, a PM, and the resource 

capacity of a PM, respectively, the static VM consolidation 

problem exactly becomes a bin packing problem. When jobs, 

each of which requires one VM, arrive one at a time, either FF 

or BF algorithms can be used. When many jobs, each of which 

requires one or more VMs, are allocated to PMs simultaneously, 

FF, BF, FFD, or BFD algorithms can be applied. In this paper 

we address the situation where jobs, each of which is run on a 

VM, arrive one at a time. So we use terms, VM and a job, 

interchangeably in this paper. 

Eucalyptus which is open source software for building 

AWS-compatible clouds, provides the following VM allocation 

algorithms: a greedy algorithm, a round-robin algorithm, and a 

power save algorithm [11]. The greedy algorithm is a FF 
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algorithm explained above. The round robin algorithm mainly 

focuses distributing the load equally to all the nodes and is 

outside our interest. The power save algorithm optimizes the 

power consumption by turning off PMs which are not currently 

used. 

Lin et al proposed a hybrid approach which combines FF and 

dynamic round robin algorithms [12]. The dynamic round-robin 

algorithm uses two rules to help consolidate VMs. The first rule 

is that if a VM has finished and there are still other VMs hosted 

on the same PM, this PM will accept no more new VMs. Such 

PMs are referred to as being in the retiring state. The second 

rule is that if a PM is in the retiring state for a sufficiently long 

period of time, instead of waiting for the residing VMs to finish, 

the PM will be forced to migrate the rest of the VMs to other 

PMs, and be shutdown after the migration finishes. The hybrid 

approach uses FF during rush hours and uses dynamic 

round-robin during non-rush hours. This approach is a 

combination of static and dynamic VM consolidation methods. 

[13] describes two energy saving static VM consolidation 

algorithms: ECTC and MaxUtil. When a new job, which is to be 

run on a new VM, arrives, a cost function is computed for each 

PM and the PM which has the lowest cost is selected to run the 

VM. [14] introduces a modified BFD algorithm which allocates 

each VM to a PM that provides the least increase of power 

consumption due to this allocation. The algorithm is used to 

allocate multiple VMs for multiple jobs simultaneously. The 

algorithms in [13] and [14] assume that the exact completion 

time of a job is known a priori and is not affected by others VMs 

collocated on the same PM. 

While all of the above works focus only one resource type, 

mostly CPU, there are VM allocation and migration algorithms 

which deal with multiple resource types simultaneously. The 

Dynamic Integrated Resource Scheduling algorithm in [15], the 

VectorDot algorithm in [16], and ESWCT and ELMWCT 

algorithms in [17] take multiple resource types, including CPU, 

Memory, and IO, into consideration simultaneously. But the 

goal of these algorithms is to balance resource utilization among 

PMs, which is outside our interest. 

None of the works that we described above consider the 

performance interference among VMs running on the same PM. 

Many researchers have studied this performance interference 

issue [18]-[20]. They take various types of applications, 

CPU-intensive, Memory-intensive, IO-intensive, and Mixed, 

run them on a PM together, and study how much performance 

degradation applications of one type cause to applications of 

another type. Pu et al in [21] states that network I/O applications 

are becoming dominating workloads in most cloud-based data 

centers and studies the performance interference among 

multiple VMs running on the same hardware platform with the 

focus on network I/O processing. Kang et al in [22] especially 

focus on the performance impact of contention in a last-level 

shared cache (LLC). Through measurement they find that the 

degree of impact on performance degradation heavily depends 

on the LLC reference ratio of applications and suggests a 

throughput-maximizing VM consolidation policy based on this 

observation. We use the results of these works in designing and 

analyzing the static VM allocation algorithms. 

III. PERFORMANCE INTERFERENCE AMONG JOBS 

In this section we describe how much performance 

degradation one job is causing to another job running in the 

same PM. Each job is executed in a separate VM. We consider 

three types of jobs as follows. 

 

1) CPU-bound jobs: Consist of arithmetic operations mostly and 

require little IO operations. Because their code size is not 

large and they do not need large size data structures, their 

requirement for cache is modest. When they are run alone, 

their CPU utilization on a core is higher than 95%. 

2) Memory-bound jobs: Consist of arithmetic operations mostly 

and require little IO operations like CPU-bound jobs. 

Basically they read data from a large size array, perform 

arithmetic operations on them, and write the results to another 

large size array. We set the size of arrays to be couple of times 

larger than the LLC size and, therefore, their requirement for 

cache is very heavy. When they are run alone, their CPU 

utilization on a core is higher than 90%. 

3) IO-bound jobs: Consists of disk IO operations mostly, make 

little use of arithmetic or logical operations, and incurs little 

burden on CPU. Basically they read data from a large size file 

and write them back to another file, repeatedly. If the IO 

bandwidth of a PM is B Gbps and there are N cores in a PM, 

we let the bandwidth requirement of an IO-bound job be B/N 

Gbps. When they are run alone, their CPU utilization on a 

core is 1~2%. 

 

To explain the performance interference between jobs 

running on the same PM, we use the metric called the slowdown. 

First the completion time of job1 is measured without any other 

jobs in the PM. Then we measure the completion time of job1 

while job2 is running in the same PM. Job2 can be run on the 

same core or a different core. Slowdown(job1@job2) is defined 

to be the ratio of the second value to the first value and is greater 

than 1. The larger this value gets, the larger performance 

degradation job1 suffers from job2. 

We analyzed the values from [12]-[16] and performed 

experiments ourselves to measure the slowdown values for 

various combinations of jobs. The results are shown in Table 1 

and Table 2. The element at the row-i and the column-j 

represents the value of slowdown((row-i type job)@(column-j 

type job)). Table 1 gives slowdown values when two jobs are 

run on the same core while Table 2 presents slowdown values 

when two jobs are run on different cores on one PM. From 

Table 1 we see that slowdown values between CPU-bound jobs 

and Memory-bound jobs are greater than 2. This means that the 

job completion time increases more than two times longer. This 

is because CPU and Memory-bound jobs compete heavily for 

the CPU resource and, moreover, Memory-bound jobs contend 

excessively for cache against other jobs. We see around 10% 

slowdown increase between Memory and IO-bound jobs. This 
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is because (1) Memory-bound jobs’ heavy demand on cache 

hurts the performance of IO-bound jobs and (2) IO-bound jobs’ 

frequent IO requests incurs frequent service requests on the 

Dom0, which deteriorate the performance of other jobs. From 

Table 2 we see that the slowdown values become much lower 

when two jobs are run on different cores. One case that requires 

special mention is when a Memory-bound job is run against 

another Memory-bound job. In this case two Memory-bound 

jobs contend heavily for LLC and the slowdown value becomes 

1.25, which is much higher than other cases in Table 2. 

 

Table 1. Interference between jobs executed on the same core 

 

Against   @ CPU @ Memory @ IO 

CPU > 2 > 2 1.05 

Memory > 2 > 2 1.11 

IO 1.02 1.09 1.11 

 

Table 2. Interference between jobs executed on different cores 

 

Against @ CPU @ Memory @ IO 

CPU 1.02 1.04 1.02 

Memory 1.05 1.25 1.05 

IO 1.01 1.03 1.05 

 

IV. PROPOSED INTERFERENCE AWARE STATIC VM 

CONSOLIDATION ALGORITHMS 

In this section we describe the proposed inter-VM 

performance interference aware static VM consolidation 

algorithms. First we explain interference aware versions of 

random, first fit and best fit algorithms, called IARD 

(Interference Aware RanDom), IAFF (Interference Aware First 

Fit), and IABF (Interference Aware Best Fit) algorithms 

respectively. Then we explain fourth algorithm called IAMBF 

(Interference Aware Modified Best Fit). 

All the proposed algorithms are based upon the following two 

policies. These policies are based on the fact that up to 2 VMs 

can be run on a core. 

 

1) One CPU or Memory-bound job at a core: At most one CPU 

or Memory-bound job can be allocated at a core. According 

to Table 1, if two CPU or Memory-bound jobs are allocated 

to one, their contention for CPU resource is excessive and 

their job completion times become longer more than two 

times, which may cause the requested SLA to be violated. 

2) One IO-bound job at a core: If a two IO-bound jobs are 

allocated to one core, the CPU resource of that core is almost 

wasted because the CPU utilization of an IO-bound job is 

assumed to be 1~2% in this paper. We also assume that CPU, 

Memory, and IO-bound jobs are created with equal 

probability. Therefore, for a PM which has N cores and can 

run maximum 2N VMs, there is no need to allocate more than 

N IO-bound jobs to one PM. For a core to which one 

IO-bound job has been allocated, 98~99% of CPU resource 

remains available and one CPU or Memory-bound job can be 

assigned to it without incurring much performance 

interference. Likewise, to a core to which one CPU or 

Memory-bound job has been allocated, one IO-bound job can 

be assigned additionally. 

 

With these two policies, Figure 1 is the algorithm to check 

whether a PM can accommodate a new job. For the algorithms 

we assume that there are NoOfPM PMs in the cloud and each 

PM is indexed as PMi where 0 < i < NoOfPM. 

 

IsPMAvailableForJob (PMi, JobType) { 

    if (JobType is either CPU or Memory-bound) 

        if (total number of CPU or Memory-bound jobs 

                allocated to the PM is less than N) 

            return (True); 

       else 

            return (False); 

    else /* JobType is IO-bound */ 

        if (total number of IO-bound jobs allocated 

                to the PM is less than N) 

            return (True); 

        else 

            return (False); 

} 

Figure 1. Algorithm to check whether a PM is available 

for a new job 

 

And Figure 2 shows the algorithm to select a core within a PM 

to run a new job when that PM is decided to be available for that 

job. The algorithm attempts to find an idle core first. This is 

because jobs running on different cores interfere with each other 

less than those running on the same core as can be seen Table 1 

and 2. 

 

SelectCoreForNewJob (PMi, JobType) { 

    if (PM has an idle core) 

        return id of any idle core; 

    else 

        if (JobType is CPU or Memory-bound) 

            return id of any core running one IO-bound job; 

        else /* JobType is IO-bound */ 

            return id of any core running CPU or 

                Memory-bound job; 

} 

Figure 2. Algorithm to select a core to run a new job 

 

In IARD, a PM is selected randomly and checked for 

availability with the algorithm in Figure 1. If available, a core is 

selected with the algorithm in Figure 2. Otherwise, another PM 

is selected randomly and this process is repeated until an 

available PM is found. 

 

IAFF (JobType) { 

    for (i = 0; i < NoOfPM; i++) 

        if (IsPMAvailableForJob(PMi, JobType)) 

            return (PMi); 

} 

Figure 3. IAFF algorithm 
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Figure 3 shows the IAFF algorithm. IAFF checks PMs in 

order until an available PM is found. Basically it finds the first 

PM which can accommodate the new job. 

Figure 4 shows the IABF algorithm. We assume that a PM 

has N cores. PMs are sorted in the decreasing order of the 

number of jobs running on them. PMs are checked from the 

highest priority machines to the lowest priority machines. PMs 

with 2N-1 jobs have the highest priority and idle PMs are the 

lowest priority machines. Because of the constraint that up to 2 

VMs can be run on a core and 2 policies stated in the beginning 

of this section, we claim that metrics such as CPU utilization or 

IO utilization do not play a significant role in determining the 

priority of PMs. Instead we simply use the number of jobs (or 

VMs) running on a PM to determine the priority. This simple 

metric is sufficient in our environment in which all the PMs 

have the same resource capacity but more complex metrics may 

need to be adopted if this hardware homogeneity assumption is 

not valid. 

 

IABF (JobType) { 

    for (i = 2N-1; i >= 0; i--) { 

        S is the set of PMs having i jobs; 

        for each PMj in S { 

            if (IsPMAvailableForJob(PMj, JobType)) 

                 return (PMj) 

         } 

    }     

} 

Figure 4. IABF algorithm 

 

From Table 2 we see that the Memory-bound job running on 

a core slows down other jobs running on other cores 

non-trivially and especially Memory-bound jobs much heavily. 

From this observation we need to curb the number of 

Memory-bound jobs simultaneously running on a PM and we 

choose to limit up to N/2 Memory-bound jobs on a PM. This 

additional policy can be implemented by modifying the 

algorithm in Figure 1 as that in Figure 5. If the IABF algorithm 

uses this new PM availability checking algorithm, the resulting 

BF algorithm is called an IAMBF algorithm. 

 

IsPMAvailableForJob (PMi, JobType) { 

    if (JobType is  CPU-bound) 

        if (total number of CPU or Memory-bound jobs 

                allocated to the PM is less than N) 

            return (True); 

       else 

            return (False); 

    else if (JobType is Memory-bound) 

        if (total number of CPU or Memoryy-bound jobs 

                    allocated to the PM is less than N and 

                total number of Memory-bound jobs allocated 

                   to the PM is less than N/2) 

            return (True); 

       else 

            return (False); 

    else /* JobType is IO-bound */ 

        if (total number of IO-bound jobs allocated 

                to the PM is less than N) 

            return (True); 

        else 

            return (False); 

} 

Figure 5. Modified algorithm to check whether a PM is  

available for a new job 

 

V. EXPERIMENTAL RESULTS 

In this section we first explain simulation environments for 

analyzing the performance of proposed algorithms. Then we 

present the experimental results. 

For simulation we consider a data center consisting of 32 

homogeneous PMs. Each PM has 2 cores and each core can run 

up to 2 VMs. Therefore at maximum 128 VMs can run 

simultaneously. As explained in Section 3, we consider three 

types of jobs: CPU-bound, Memory-bound, and IO-bound. 

Each job is executed on one VM. Jobs of these three types are 

created with equal probability. The size of a job is defined to be 

the optimal execution time of the job under no inter-VM 

interference from other jobs. We assume that the inter-arrival 

time and the size of jobs follow the exponential distribution. 

From the simulation we measure two metrics: (1) ratio of idle 

PMs and (2) ratio of SLA violations. The ratio of idle PMs is 

obtained as follows. First the total idle time of each PM during 

the simulation is calculated and this per-PM idle time is summed 

up for all the PMs in the data center. Then this sum is divided by 

the number, (simulation time)×(total number of PMs). The ratio 

of idle PMs represents the energy efficiency of the simulated 

algorithm and takes the value from 0 to 1. The larger this ratio 

gets, the more idle PMs there are in the data center during the 

simulation. 

The actual completion time of a job during the simulation is 

defined to be the time between the arrival time of the job and the 

finish time of the job. If a job is allocated to a core as soon as it 

arrives, the actual completion time of the job consists of only its 

actual execution time. But if a job has to wait in the job queue 

for a core until it is allocated, the actual completion time 

consists of waiting time and actual execution time. Moreover 

the execution time can become longer than its ideal execution 

time due to the performance interference from other jobs 

running in the same PM. The slowdown of a job is defined to be 

the ratio of the actual completion time to the ideal execution 

time. The slowdown has a value greater than or equal to 1. If the 

slowdown value gets higher than some threshold, we say that the 

SLA of the job is violated. In this paper we choose 1.25 for this 

threshold. To calculate the ratio of SLA violation, we count the 

number of completed jobs whose SLA has been violated and 

then divide this count value by the total number of completed 

jobs during the simulation. The SLA violation ratio gets value 

from 0 to 1. The smaller this ratio gets, the more reliable the 

consolidation algorithm becomes. 

For the simulation we vary the load level of a data center. The 

load level value reflects how many and how large jobs are 

submitted to the data center.        The load level is calculated as 
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(a) Load Level = 0.25 

 

 
(b) Load Level = 0.375 

 

 
(c) Load Level = 0.5 

 

 
(d) Load Level = 0.625 

 

Figure 6. The ratio of idle PMs (in %) 

 

 
(a) Load Level = 0.25 

 

 
(b) Load Level = 0.375 

 

 
(c) Load L 

 

 
(d) Load Level = 0.625 

 

Figure 7. The ratio of SLA violation (in %) 
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 follows. 

 

((average job size)× (average number of jobs per sec)) / 

((number of PMs)× (number of cores per PM)× 2) 

 

In this paper we consider four load levels: 0.25, 0.375, 0.5, 

0.625.  The load level 0.25 means that the data center is lightly 

loaded while 0.625 means that the data center is heavily loaded. 

Figure 6 shows the idle PM ratio of the four VM 

consolidation algorithms under varying load levels. Under any 

load levels, IABF has the highest idle PM ratio and IAFF has 

slightly lower number. IAMBF’s idle PM ratio value is lower 

than IABF and IAFF but not significantly lower. IARD has 

much lower idle PM ratio than any other algorithms. This result 

is quite obvious because IABF, IAFF, and IAMBF algorithms 

try to allocate a new job to an already packed PM and try to 

maximize the number of idle PMs. The IAMBF algorithm 

shows slightly lower performance in terms of energy efficiency 

because this algorithm avoids the situation when too many 

Memory-bound jobs are allocated to one PM and, therefore, 

many of jobs on this PM suffer from the SLA violation. 

Figure 7 presents the ratio of SLA violation of 4 VM 

consolidation algorithms under varying load levels. Under any 

load levels, IAMBF has much lower SLA violation ratio than 

any other algorithms because it tries to reduce performance 

interference among VMs at a PM. Under low to medium load 

levels, IARD’s ratio is much higher than IAMBF. But its SLA 

violation ratio is much lower than IAFF and IABF, which is 

made possible at the expense of using more PMs than IAFF and 

IABF. Under the heavy load level, the SLA violation ratios of 

IARD, IAFF, and IABF are similar and all of them are much 

higher than IAMBF. Even for IAMBF the SLA violation ratio 

rises sharply as the load level is rises and becomes 0.28 when 

the load level is 0.625. This is because as the load level rises,  

new jobs find it more difficult to find PMs which can accept 

them and, therefore, their waiting time in the queue increases. 

We want to minimize the energy consumption in a data center 

but at the same time we do not want the job completion time to 

be delayed excessively to save energy. From simulation results 

in Figures 6 and 7, we conclude that the IAMBF VM 

consolidation algorithm significantly saves energy in a data 

center without incurring too much performance degradation of 

jobs due to inter-VM interference. 

VI. CONCLUSION 

In this paper we addressed a static VM consolidation problem 

in a cloud-based data center and proposed VM consolidation 

algorithms satisfying the following two conflicting goals: (1) 

minimize the energy consumption in a data center and (2) 

reduce the performance degradation on jobs due to inter-VM 

interference among VMs allocated to the same PM. The 

proposed algorithms are based upon the following assumptions: 

(1) a job can be CPU, Memory, or IO-bound, (2) each job 

arrives one at a time, is short-lived at most couple of hours, and 

is run on one VM, and (3) all the PMs in a data center are 

homogeneous in terms of their hardware capacity, each PM 

consists of multiple core, and each core can run up to 2 VMs. 

We modeled the static VM consolidation problem as a bin 

packing problem and developed four algorithms: interference 

–aware random, interference-aware first fit, interference-aware 

best fit, and interference-aware modified best fit. These 

algorithms are variations of random, first fit and best fit 

algorithms and try to reduce performance degradation due to 

inter-VM interference. The proposed algorithms were analyzed 

through simulation. Their performance was compared using two 

metrics: the ratio of idle PMs and the ratio of SLA violations. 

The interference-aware modified best fit algorithms exhibited 

the lowest ratio of SLA violations with slightly lower ratio of 

idle PMs than interference-aware first fit and interference-aware 

best fit algorithms. 

To measure the energy efficiency we just counted the number 

of idle PMs in this paper, but we will analyze the energy 

efficiency of proposed algorithms using the energy consumption 

model described in Section 1 in the near future. We also plan to 

relax the assumptions made in this paper and consider (1) 

long-lived jobs whose execution may require multiple 

cooperating VMs and (2) a heterogeneous data center which 

consists of PMs of different hardware capacities. 

REFERENCES   

[1] P. Mell and T. Grance, “The NIST Definition of Cloud Computing,” NIST 

Special Publication 800-15. 

[2] A. Li, X. Yang, S. Kandula, and M. Zhang, “Cloud-Cmp: Comparing 

Public cloud Providers,” ACM Internet Measurement Conference, 2010. 

[3] G. Lu and W. Zeng, “cloud Computing Survey,” Applied Mechanics and 

Materials, vol. 530-531, 2014, pp. 650-661. 

[4] X. Pu, L. Liu, Y. Mei, S. Sivathanu, Y. Koh, and C. Pu, “Who is Your 

Neighbor: Net I/O Performance Interference in Virtualized Clouds,” 

IEEE Transactions on Services Computing, vol. 6, no. 3, 2013, 

pp.314-329. 

[5] M. Mishra, A. Das, P. Kukarni, and A. Sahoo, “Dynamic Resource 

Management Using Virtual Machine Migrations,” IEEE Communication 

Magazine, Sep. 2012, pp. 34-40. 

[6] J. Glanz, “Power, Pollution and the Internet,” The New York Times, Sep. 

22, 2012. Available: http://www.nytimes.com. 

[7] L. A. Barroso and U. Hoezle, “The Case for Energy-Proportional 

Computing,” IEEE Computer, Dec. 2007, pp. 33-37. 

[8] D. Meisner, B. T. Gold, T. F. Wenisch, “PowerNap: Eliminating Server 

Idle Power,” ACM ASPLOS, 2009, pp. 205-216. 

[9] A. Verma, J. Bagrodia, and V. Jaiswal, “Virtual Machine Consolidation 

in the Wild,” ACM Middleware, 2014, pp. 313-324. 

[10] S. Martello and P. Toth, Knapsack Problems: Algorithms and Computer 

Implementations, John Wiley and Sons Ltd., 1990. 

[11] S. Subramanian et al., “An Adaptive Algorithm for Dynamic Priority 

based Virtual Machine Scheduling in Cloud,” Int. Journal of Computer 

Science Issues, vol. 9, no. 2, pp. 397-402, 2012. 

[12] C.-C. Lin, P. Liu, and J.-J. Wu, “Energy-Efficient Virtual Machine 

Provision Algorithms for Cloud Systems,” IEEE Int. Conf. on Utility and 

Cloud Computing, pp. 81-88, 2011. 

[13] Y. C. Lee and A. Y. Zomaya, “Energy efficient Utilization of Resources 

in Cloud Computing Systems,” Springer Journal of Supercomputing, vol. 

60, pp. 268-280, 2012. 

[14] A. Beloglazov, J. Abawajy, and R. Buyya, “Energy-Aware Resource 

Allocation Heuristics for Efficient Management of Data Centers for 

Cloud Computing,” Future Generation Compute Systems, vol. 28, pp. 

755-768, 2012. 

[15] W. Tian et al, “Dynamic and Integrated Load-Balancing Scheduling 

Algorithm for Cloud Data Centers,” China Communications, vol. 8, no. 6, 

pp. 117-126, 2011. 

Recent Advances in Electrical Engineering

ISBN: 978-1-61804-351-1 24

http://www.nytimes.com/


 

 

[16] A. Singh, M. Korupolu, and D. Mohapatra, “Server-Storage 

Virtualization: Integration and Load Balancing in Data Centers,” 

ACM/IEEE Conf. on Supercomputing, 2008. 

[17] H. Li, J. Wang, J. Peng, J. Wang, and T. Liu, “Energy-Aware Scheduling 

Scheme Using Workload-Aware Consolidation Technique in Cloud Data 

Center,” China Communications, pp. 114-124, 2013. 

[18] Y. Koh, R. Knauerhase, P. Brett, M. Bowman, Z. Wen, and C. Pu, “An 

Analysis of Performance Interference Effects in Virtual Environments,” 

IEEE Int. Symp. On Performance Analysis of Systems & Software, pp. 

200-209, 2007. 

[19] F. Oh, H. S. Kim, H. Eom, and H. Y. Yeom, “Enabling Consolidation and 

Scaling Down to Provide Power Management for Cloud Computing,” 3rd 

USENIX Conf. on Hot Topics in Cloud Computing, 2011. 

[20] S. Govindan, J. Liu, A. Kansal, and A. Sivasubramaniam, “Cuanta: 

Quantifying Effects of Shared On-Chip Resource Interference for 

Consolidated Virtual Machines,” SOCC, 2011. 

[21] X. Pu et al., “Who is Your Neighbor: Net I/O Performance Interference in 

Virtualized Clouds,” IEEE Transactions on Services Computing, vol. 6, 

no. 3, pp. 314-329, 2013. 

[22] S. Kang, S.-G. Kim, H. Eom, and H. Y. Yeom, “Toward Workload-Aware 

Virtual Machine Consolidation on Cloud Platforms,” ICUIMC, 2012. 

 

Recent Advances in Electrical Engineering

ISBN: 978-1-61804-351-1 25



 

 

  
Abstract— Electrocardiogram (ECG) signal reflects the recorded 
cardiac electrical activity of an individual over time; it has been 
emerged as an important biometric trait. It has the advantages of 
being a unique aliveness indicator as it is difficult to spoofed and 
falsified. In this paper, we will present a comprehensive survey on 
the employment of ECG in biometric systems. An overview of ECG, 
its techniques and methods followed by a series of studies are 
presented. We will demonstrate the most datasets used in ECG and 
also the devices needed to capture them. ECG based biometric 
systems can be fiducial or non-fiducial according to the utilized 
features. In particular, we categorize the methodologies based on 
features extraction, reduction and classification schemes. Finally, we 
present a comparative analysis of the authentication performance of 
ECG biometric systems. 

 
 
Keywords— Biometric, Electrocardiogram, Machine Learning, 
Preprocessing, Feature Extraction, Feature Reduction, Classification. 

.  

I. INTRODUCTION 
With the rapid development of transportation, communication, 
and network technology in modern society, the scope of 
human activities is broadening, while the importance of 
identification becomes increasingly prominent. Traditional 
identification methods are generally divided into two kinds: 
items that people remember, such as user names, passwords, 
etc. and items that people own, such as keys, identification 
cards, etc. The two types both have limitations in that they 
may be easily forgotten and lost. These traditional 
identification techniques cannot meet the higher security 
demands of a highly modernized society. Biological 
recognition technology refers to individual identification 
based on unique physiological or behavioral characteristics of 
the human body [1].  
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The main objective of this study is to identify the most 
commonly used methods and techniques used for ECG as a 
biometric identification system determining the datasets used 
in biometric identification, the features extraction and 
classification methods used. We will determine the most 
efficient techniques that lead to a high identification rate and 
accuracy and number of subjects used for identification. To 
achieve this objective the rest of the paper is organized as 
follows. Section II gives a general methodology of using ECG 
as a biometric. Section III presents some of the recent works 
in ECG. Section IV presents the discussion; Section V 
presents the conclusion and future work and Section VI 
presents the references  
 

II. GENERAL METHODOLOGY OF ECG BIOMETRIC 
The ECG signal measures the change in electrical potential 
over time. The trace of each heartbeat consists of three 
complexes: P, R, S, T, and U. these complexes are defined by 
the fiducial that is the peak of each complex. Fig. 1 documents 
the commonly used medical science ECG fiducials. 
            

             
Fig. 1 Ideal ECG signal containing P, Q, R, S, T, U peaks 

ECG biometric recognition system consists of a set of stages 
starting from data acquisition, preprocessing, using fiducial or 
non fiducial approach, feature extraction, feature reduction 
and classification as shown in Fig. 2.  
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         Fig.2 ECG Biometric Recognition System stages 
 

A. Data Acquisition  
There are two methods to obtain ECG signals: 
First method is using a device to capture ECG. There are 
different devices to capture ECG, like heal force color 
portable ECG monitor with ECG leads cables it is a compact, 
potable handy device for patients to record 30 seconds of ECG 
data anytime or anywhere, comfortably, with or  without 
electrodes and the measure ECG data can be transferred to PC, 
laptop. Another device is mini portable heart health care 
device micro ECG recorder it have different recording mode, 
quick mode, event mode, holter mode and monitor mode, lead 
connection limb lead (I, II, III), chest lead (V1, V3, V5) and 
sampling rate 100/200/400sps, and can be user adjustable, 
input band width 0.05Hz – 150 Hz and can be user adjustable 
and the heart rate range from 30bpm~250bpm and the 
threshold of the heart rate alarm is adjustable   
Second is collecting database for an ECG signal from the 
internet and using them for performing the biometric system 
stages. There are some data sets available for identification of 
ECG, and the most commonly used First a database called 
MIT-BIH Arrhythmia Database it contains 48 half-hour 
excerpts of two-channel ambulatory ECG recordings, obtained 
from 47 subjects studied by the BIH Arrhythmia Laboratory 
between 1975 and 1979. Twenty-three recordings were chosen 
at random from a set of 4000 24-hour ambulatory ECG 
recordings collected from a mixed population of inpatients 
(about 60%) and outpatients (about 40%) at Boston's Beth 
Israel Hospital; the remaining 25 recordings were selected 
from the same set to include less common but clinically 
significant arrhythmias that would not be well-represented in a 
small random sample. 
 
Second a database called PTB this database contains 549 
records from 290 subjects (aged 17 to 87, mean 57.2; 209 
men, mean age 55.5, and 81 women, mean age 61.6; ages 
were not recorded for 1 female and 14 male subjects). Each 
subject is represented by one to five records. There are no 
subjects numbered 124, 132, 134, or 161. Each record includes 
15 simultaneously measured signals: the conventional 12 leads 
(i, ii, iii, avr, avl, avf, v1, v2, v3, v4, v5, v6) together with the 
3 Frank lead ECGs (vx, vy, vz). Each signal is digitized at 
1000 samples per second, with 16 bit resolution over a range 
of ± 16.384 mV.  
 
Third a database called Fantasia it contains twenty young (21 - 
34 years old) and twenty elderly (68 - 85 years old) 
rigorously-screened healthy subjects underwent 120 minutes 
of continuous supine resting while continuous 
electrocardiographic (ECG), and respiration signals were 
collected; in half of each group, the recordings also include an 
uncalibrated continuous non-invasive blood pressure signal. 
Each subgroup of subjects includes equal numbers of men and 
women. The continuous ECG, respiration, and (where 
available) blood pressure signals were digitized at 250 Hz. 
Each heartbeat was annotated using an automated arrhythmia 

detection algorithm, and each beat annotation was verified by 
visual inspection. 

Last database is called ECG-ID it contains 310 ECG 
recordings, obtained from 90 persons. Each recording 
contains: ECG lead I, recorded for 20 seconds, digitized at 500 
Hz with 12-bit resolution over a nominal ±10 mV range; the 
records were obtained from volunteers (44 men and 46 women 
aged from 13 to 75 years who were students, colleagues, and 
friends of the author). The number of records for each person 
varies from 2 (collected during one day) to 20 (collected 
periodically over 6 months). 

B. Preprocessing 
Preprocessing is called de-nosing of signal in which the noise 
is removed from the original signal. (ECG)  signals they will 
be preprocessed in order to remove baseline wander , dc shift , 
power-line noise , high frequency interference and also if the 
signal is not captured well due to human error or movement of 
the stethoscope during taking the signal. Most of these noises 
are removed using low pass filter, band stop and pass filters, 
high pass filters; also wavelets play an important role in 
removing these noises to produce filtered signals. 

C. Fiducial or Not Fiducial approach  
The existing ECG-based biometric system can be categorized 
into fiducial or non-fiducial systems according to the utilized 
approach to feature extraction. The fiducial approach requires 
the detection of fiducial points from heartbeat in an ECG 
trace. These fiducial points allow us to produce fiducial 
features represent the temporal and amplitude distances 
between fiducial points along with angle features. On the other 
hand, non-fiducial approaches usually operate in the frequency 
domain (ex: wavelet, discrete cosine transform (DCT) …), and 
they have the advantage of relaxing the detection process to 
include only the R peak, which is considered the easiest point 
to detect due to its strong sharpness, and for some approaches, 
no detection is needed at all. 

D. Feature Extraction and Reduction  
The most important process after collecting the database and 
preforming pre-processing is the feature extraction and feature 
reduction process. We select the most discriminant values in 
the features. If these features were large enough so it is 
reduced to small amount of data. Most of the techniques used 
in feature extraction and reduction for ECG are based on non 
fiducial approaches such as, Wavelet Transform Techniques, 
Rough sets, Cross-correlation, Auto correlation and fiducial 
approaches that is based on selecting 11 or 15 or 19 or 36 
features from the ECG signal representing distance, 
amplitudes and angles features, including also RR interval, 
also QRS and P and T delineation methods and also some 
morphology and segmentation techniques to select the ECG 
features as shown in the survey in Table.1. 

E. Classification 
The extracted features are compared against the stored 
templates to generate match scores. In a heart-based biometric 
system, the number of matching data between the input and 
the template feature sets is determined and a match score 
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reported. The match score may be moderated by the quality of 
the presented biometric data. Most of the techniques used in 
classification for ECG are Vector Quantization, Gaussian 
Mixture Mode (GMM) , Support Vector Machine (SVM), 
Artificial Neural Network (ANN), Radial Bias Function 
Neural Network (RBFNN), Euclidean Distance (ED) , and K- 
nearest neighbor (KNN), template matching ,Similarity 
Distance and Hidden Marchov Models. 

III.  ANALYSIS OF TECHNIQUES USED IN ECG RECOGNITION   

 

 

                                      Table. 1  Machine learning techniques used in the ECG identification  

Author Database Size  Feature Set C Classification                        
C 

Accuracy 

Tatiana, et. Al, 
2005 
[2] 
 

Data set of 90 persons  
ECG-ID Database  
Age from (13 – 75) 
195 Train 115 Test 

Wavelet + (PCA) 
Principle Component 
Analysis) 

Linear Discriminant 
analysis (LDA) and 
Majority Vote  
Classifier  

 96% 

Steven, et. al,  
2005 
[3] 

29 Individual Male and 
Female 
Age from (22 – 48) 

In total 15 features were 
extracted from each 
heartbeat 
 

Standard linear 
discriminant 
analysis. 
 

According to the sensor 
location  
100% (neck and chest) 
Within Anxiety state 
97% (low, high stress) 
Between Anxiety state 
98% (low, high stress) 

Saechia, et.al,  
2005 
[4] 

MIT-BIH Database 
Sample size = 35 

Fourier Transform 
      (FT) 

Multilayer 
Perceptron (MLP)  
Back Propagation 
(BP) 

97.15% 

Plataniotis, 
et.al, 
2006 
[5] 

PTB Database  
No of subjects  =  14 

Auto Correlation and 
Discrete cosine transform  
(AC/DCT) 

Normalized  
Euclidean distance  
Normalized Gaussian 
log likelihood 

100% for both  
Normalized ED 
Normalized Gaussian log 
likelihood 

Molina, et.al, 
2007 
[6] 
 

Sample size = 10 Depends on the R-R 
interval segmentation using 
Morphology 
Getting Amplitude and 
length normalization 

Similarity score  
compared with a 
threshold 𝜃𝜃 

98% 

Yongjin, et.al, 
2007 
[7]  

PTB Database 
No of subjects = 294 
MIT-BIH Database 
No of subjects = 13 

Two Approaches 
1st is 15 Temporal  features  
6 Amplitude 
features 
PCA , LDA 
2nd (AC / DCT)  

 ED 
Nearest Neighbor 
(NN) 
 

Accuracy of (95.5%) 
with (PTB + PCA), 
(93%) with (PTB + 
LDA) and (98%) with 
(MIT+PCA), (98%) with 
(MIT+LDA) and (94%) 
with AC (DCT). 
 

Adrian, et.al, 
2008 
[8] 
 
 
 

No of subjects = 50 
45 male , 5 female 
Ages from (18 – 40)  

PQRST complexes were 
automatically detected 
using the multiplication of 
backward differences 
algorithm. Correlation 
coefficients were computed 
between PQRST complexes 

Three different 
quantitative 
measures: 
percent residual 
difference (PRD) 
Correlation 
Coefficient (CC) 
Wavelet distance 
measure(WDIST) 

PRD = 70% 
CCORR = 80% 
WDIST = 89%  
 
 
 
 
 
 

Yogendra, et.al, 
2008 
[9] 

A test set of 250 ECG 
recordings prepared from 50 
subjects ECG from Physionet 

19 features based on time 
intervals, amplitudes and 
angles. 
       

Template Matching  99% 
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Fatemian, et.al, 
2009 
[10] 

PTB Database 
No of subjects = 294 
MIT-BIH Database 
No of subjects = 13 

QRS detection and 
delineation of T and P wave 
then 
PCA  LDA 

Template Correlation 99.61% 

Boumbarov, 
et.al, 
2009 
[11] 

No of subject  = 9  
20 complete cardiac cycles 
for each. 

linear subspace projection 
using PCA and improving 
the separability by LDA 

RBFNN 86.1% 

Can Ye, et.al, 
2010 
[12] 

MITBIH Arrhythmias 
Database, MIT-BIH Normal 
Sinus Rhythm Database  and 
Long-Term ST Database 

Wavelet Transform (WT) 
and Independent 
Component Analysis (ICA) 
methods are applied to 
extract morphological 
features. 

 SVM 
 RBFNN 

99.6% 

Jun Shen, et.al, 
2011 
[13] 

PTB Database 
No of subjects = 13 
MIT-BIH Database 
No of subjects = 14 
Self-collected  = 15 

Piecewise Linear 
Representation (PLR) is 
used to keep important 
information of an ECG 
signal segment 

(DTW) Dynamic 
Time Warping 

100% 

Khairul, et.al, 
2012 
[14] 

No of subjects = 30 obtained 
from a non-invasive 
measurement called the 
Revitus ECG module 

With Normalized QRS 
complex  
 
Without Normalized QRS 
Complex  
 

MLP   
 

With Normalized QRS 
complex it has an 
accuracy of 96.1% 
Without Normalized 
QRS complex it has an 
accuracy of 93.4% 

Manal, et.al, 
2013 
[15] 

PTB Database 
Starting from 13,25,50, 75 
and to  
90 subjects  
 

1st  approach Wavelet and 
reduced coefficients to 
examine the utilization of 
QT and QRS intervals and 
RR interval  
2nd  approach (AC / DCT)  
  

 RBFNN 1st approach 100% for 
RR  
from (13 to 90) 
100% for QT  
For 13 and 83.3% for 
25,50,70,90, 
100% for QT  
For 13 and 83.3% for 
25,50,70 for 90  
66.67%  2nd approach 
100% 

Vuksanovic, 
et.al, 
2014 
[16] 

Training set  = 13 subjects 
Test set includes another 
same 13 subjects. 

QRS detection, various 
temporal, amplitude and 
AR coefficients are 
extracted 
 

 ANN  
 

Accuracy using width is 
55.56% , 
Amplitude 98.89%  
With Amplitude and Ar 
coefficients is 95% 
Amplitude, Ar, Time, 
Width is 100% 

X. Tang1, et.al, 
2014 
[17] 

MIT–BIH arrhythmia Rough set 
 

Quantum Neural 
Network  
 

91.7% 

Tiago, et.al, 
2015 
[18] 

ECG data were collected 
from 63 subjects during two 
data-recording sessions 
separated by six months 
(Time Instance 1, T1, and 
Time Instance 2, T2). 

Morphology and 
Segmentation of RR 
heartbeats 

 KNN classifier, 
using the mean 
wave’s 
Euclidean distances 
 

95.2% for the First Test 
90.2% for the Second 
Test 

Sandeep, et.al, 
2015 
[19]  

MIT-BIH A Multitask learning 
approach i in which feature 
extraction and classifier 
design are carried out 
simultaneously 

KNN 
 

94.5% 
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IV. DISCUSSION 
 

According to the survey, we have presented novel biometric 
identification techniques that are based on heart sounds. The 
most techniques used were based fiducial and non fiducial 
approach fiducial features represent the temporal and 
amplitude distances between fiducial points along with angle 
features. Hence, they require the detection of 11 fiducial 
points from each heartbeat: three peak points (P, R and T), two 
valleys (Q and S) and the six onsets and offsets for the three 
heartbeat waves. 
 
Thus, the efficiency of the fiducial approach significantly 
relies on the accuracy of the fiducial detection process, which 
is a big challenge by itself especially for the onsets and the 
offsets points, since they are susceptible to error and there is 
no universally acknowledged rule for defining exactly where 
the wave boundaries lie. 
 
On the other hand, non-fiducial based approaches usually 
investigate the ECG spectra. Only the R peak is needed for 
such approaches and for some of them; no detection is needed 
at all. However, non-fiducial approaches usually result in a 
high dimension feature space (hundreds of coefficients), 
which in turn has its limitation. 
 
Some of these techniques achieved a high accuracy even 
reached to 100% accuracy using QRS detection and 
delineation, P and T wave detection and delineation followed 
by LDA and PCA and Piecewise linear representation.  
But most of them share the problem that the evaluation is 
carried over small databases, making the results obtained 
difficult to generalize. In fiducial approaches entropy and 
energy of the ECG signal can be introduced to improve the 
features obtained, also a combined approach using fiducial and 
non fiducial approach must be introduced deeply as it can 
have a lot of computational overload but it will improve the 
accuracy. Most of the previously mentioned studies evaluated 
the biometric system performance regardless of many 
combined effectual factors, such as age, database scale, race, 
and gender and disease status. It is showed from the studies 
that there are two different classification approaches. The first 
approach is based on the concept of similarity; such as 
template matching and KNN are used in my studies. Second 
one is to construct decision boundaries by optimizing certain 
error criterion. Examples are ANN, RDF and SVM. Also the 
recognition performance could be more efficient if fusion 
between different classifiers is introduced.  
 

V. CONCLUSION  
This review discussed on one of the most extensively studied 
medical biometric systems, the ECG. The ECG signal 
measures the change in electrical potential over time. We 
presented in this paper several intelligent techniques that were 
used in user identification systems based on ECG. Each 
technique is explained with its data set used. The best 
accuracy was achieved by Jun Shen, et.al, using dynamic time 
wrapping , Can Ye using support vector machine and radial  

bias function  and S.Zahra Fatemian, et.al, using template 
correction . In the future, we plan to work on a new ECG 
system that will use a large dataset. The system will use 
existing dataset for user identification. 
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Abstract— Software operations are prone to semantic gap, which 

refers to potential difference between intended operations described in 
software and actual operations done by processor. Attacks that 
compromise program control flows, which results in the semantic gap, 
are a major attack type in modern software attacks. Many recent 
software protection schemes focus on protecting program control 
flows. But even without challenging the protection scope of the 
schemes, most of them suffer not only from the deployment difficulties 
but also from critical performance issues. This paper uses a program 
counter (PC) encoding technique (PC-Encoding) to harden program 
control flows under ARM® processor architecture. The PC-Encoding 
directly encodes control flow target addresses that will load into the 
PC. It is simple and intuitive and to implement and incurs little 
overhead. Encoding the control flow target addresses can minimize the 
semantic gap by preventing potential compromises of the control 
flows. This paper describes our efforts of implementing PC-Encoding 
to harden portable binary in ELF (Executable and Linkable Format). 
Our LLVM (low level virtual machine) based PC-Encoding compiler 
provides control flow protection with little overhead for programs 
running under Arm® processor architecture. 
 

Keywords— Key-Words: Compiler, Control Flow Integrity, 
PC-Encoding, Software Security, ARM®.  

I. INTRODUCTION 
oftware security has become increasingly important concern 
with the prevalent use of the Internet. With a looming 

popularity of the Internet of Things (IoT), the concern becomes 
more prevalent in every aspect of modern life.  Various security 
techniques have been researched and developed at the software 
level, and some of these have actually been adopted in practice. 
However, attackers are able to continue to find vulnerabilities, 
and the attacks succeed more or less in the same way as used to 
be but with more alarming rates. The number of vulnerabilities 
utilized for attacks is increasing, and the risks inherent in the 
security vulnerabilities have become even more serious.  

A major portion of the vulnerabilities allows memory 
overwrite, which in turn causes program control transfer in a 
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way the programmer did not intend. This semantic gap, i.e., 
potential difference between intended operations described in 
software and actual operations done by processor can exist as 
long as there is a vulnerability allowing a memory overwrite.  
There have been various techniques for preventing arbitrary 
memory overwrite along with schemes for preventing the 
activation of injected attack code, e.g., many variations of DEP 
(Data  Execution Prevention) [13],[18]. However, software 
attacks utilizing memory overwrite keep appearing. A recent 
sophisticated attack method is ROP (Return Oriented 
Programming), a code reuse attack that does not need to inject 
attack code but needs a memory overwrite to start an attack with 
the code already existing in the memory [2],[3],[4],[7],[8]. Note 
that a memory overwrite is essential not only in traditional code 
injection attacks but also in recent code reuse attacks to divert 
program control flows from the intended operations described 
in software.  

In order to preserve the control flow from software attacks, 
we need to enforce the integrity of control flows by examining 
the destinations of all control flow transfer instructions to see 
whether they are legitimate or not. Conceptually one can 
generate a control flow graph (CFG) for a program under 
protection and check at run time to see if program execution 
actually follows the CFG. Even without contemplating the 
accuracy of the CFG, a couple of issues arise from this 
conceptual control flow validation scenario in terms of the 
granularity of the CFG along with representing and storing the 
CFG. System call level CFG has been utilized in early days for 
the sake of reducing the overhead of representing and storing 
the CFG and also of accessing the CFG at run time [9]. 
However, such a coarse grain CFG often fails to catch a 
compromised control flow because there may exist many 
hundred or thousand instructions exist between the calls.  

The CFI (Control flow integrity) [1],[16],[23] is one of the 
early proposals to check and validate each control flow transfer 
at fine grain machine instruction level; force the destinations of 
all indirect branch instructions to be checked. The full CFG with 
a pair of IDs for all indirect branch instructions, branch 
instruction address ID and its target address ID, is generated by 
binary patch, and each control flow transfer is checked at run 
time per the CFG.  However, even if the CFG is limited to 
statically linked procedures, it is very difficult to draw a full 
complete CFG in practice and will cause a serious performance 
overhead for representing and accessing the CFG. Basic 
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implementation of the CFI utilizes a fact that code region is safe 
from memory overwrite and also coalesces the instruction 
addresses together and also the target addresses together to 
make the CFG representation compact and fast to access. Also 
there have been some CFI implementation methods with looser 
notion in order to improve the ease of deployment and less 
performance overhead [24],[25]. However, the coalesced ID for 
the addresses and looser notion of the CFG will naturally 
increase the semantic gap potential, reducing the robustness of 
the protection [10]. 

PC-Encoding can protect the general indirect branch 
instructions as the CFI does but without generating the CFG 
[11],[12],[17]. Instead, the PC-Encoding encodes the target 
address at its definition and requires a proper decode of the 
target address for a legitimate control flow transfer. 
PC-Encoding has little room for the semantic gap because the 
CFG is not generated as an approximation of what is described 
in the program but the program itself acts as the CFG. And its 
checking of the legitimacy for each control flow transfer needs 
just a couple of machine instructions without the need of 
accessing the memory for the CFG.  It can be with minimum 
performance degradation.  

This paper describes our efforts to implement the 
PC-Encoding to harden portable binary in ELF (Executable and 
Linkable Format). Our LLVM (low level virtual machine) based 
PC-Encoding compiler provides control flow protection with 
little overhead for programs running under ARM® processor 
architecture [5]. Our implementation suggests that the 
PC-Encoding fits well for a relatively simple architecture 
environment of ARM® processors with low performance 
degradation. 

Section II discusses the basics of PC-Encoding. The process 
of applying the PC-Encoding for ARM-Linux-elf binary is in 
Section III. Section IV presents the performance test results 
from Gem5 simulator. This paper closes in Section V with a 
discussion on the limitations of our current implementation of 
PC-Encoding for ARM® processors. 

II. BACKGROUNDS 
Program control-flow is dictated by program data loaded to 

the program counter at runtime, which we call the PC-bound 
data. The basic idea of the PC-Encoding is to check the 
integrity of the PC-bound data. The PC-Encoding ensures the 
integrity of program control flow by protecting the PC-bound 
data. The PC-Encoding encodes the PC-bound data at their 
definition and decode at their use with a secret key. The 
PC-Encoding makes a good solution to harden program control 
flow for embedded platforms because it has little performance 
penalty. Data encoding/decoding computation can be made to 
be simple. Simple encoding/decoding operation that can be 
done in one or two cycles may be employed, e.g. exclusive-or. 
Also, there is no compatibility issue. It doesn’t need to change 
memory layout. Moreover it can cooperate well with not 
hardened binary.  

The PC-Encoding encodes destination of indirect jump 
instructions such as return addresses on stack, function 
addresses on GOT, function pointers, or exception handlers. 
But it is impossible to overwrite hard coded destination in direct 
jump. Therefore, direct jumps are excluded from scope of the 
PC-Encoding. Fig. 1(a) shows normal code parts in object file. 
Memory overwrite attack can occur during execution time of the 
Some code. If an attacker contaminates the PC-bound data 
during the Some code execution, the “mov pc,{PC-bound 
data}” instruction will take the control flow to illegal location. 
However, Fig. 1(b) shows hardened case. The PC-bound data is 
already in encoded state by the Key during the Some code 
execution, so attacker can’t overwrite PC-bound data with 
intended value. Consequently, the Key is a value that the 
attacker must know for a successful attack. 

 
In general, the key must be stored in a recoverable point at the 

time of verification. Typical places that can be mentioned as a 
point of storage is memory. However, if the key is stored in 
memory, the key itself can be vulnerable from the memory 
overwrite attack. This dilemma can be found in some protection 
schemes. e.g., StackShield copies the return address of the 
function to special purpose area, called Global Ret Stack or 
Shadow RET Stack [21]. And then it performs integrity check by 
comparing the two values at the epilogue of functions. 
However, the Shadow Ret Stack is also dynamically writable 
memory area. And it can still be a target of the memory 
overwrite attack. So some schemes are supported by low level 
software like kernel to ensure read-only property of the key 
storage. These solutions maintain the key storage as read-only 
area during a code execution under protection, and temporarily 
change storage permission to writeable at the time of defining 
PC-bound data, e.g., mprotect() function can change memory 

 
Fig. 1 PC-Encoding Concepts 
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permission dynamically, but this function also can be the victim 
of RTL attack[14],[19],[22],[26]. As a result, mprotect() 
function can become a more serious vulnerability. Moreover, 
frequent dynamic change of memory permission will causes 
critical performance penalty. 

The value used as the key in this paper is the “self-address” of 
the PC-bound data. The self-address is the address of the 
memory location containing the PC-bound data. The 
self-address points a permanent space that is programmable but 
requires no additional storage to store it. And it is always 
maintained as a part of the value-address pair. Therefore it is 
possible to extract the key easily at the moment of decoding or 
encoding the target addresses. Also it is not possible to 
compromise the self-address with the memory overwrite attack, 
because address is not in the memory. Memory layout for 
different address spaces can be allocated with some level of 
randomness in ASLR environment [15],[20]. And the allocation 
order of function frames on the stack space can vary depending 
on the dynamic execution flow of the process.  

One can apply the PC-Encoding to all indirect calls including 
call and returns. However, it is difficult to locate the exact 
locations of all indirect calls except a few stylized cases such as 
GOT entries, function returns and exception handlers. This 
paper focuses on the basic implementation under ARM® 
processor environment. With the fact that call/return pairs are 
the most frequent indirect branches, this paper focuses on 
encoding and decoding return addresses as our first attempt for 
realizing PC-Encoding compiler for ARM® processors.  

Various high level languages such as C, C++, Fortran and 
Ada can benefit from PC-Encoding. PC-Encoding adds a few 
instructions into a binary executable in order to harden the 
binary executable. There are three ways one can add new 
instructions into a binary executable. The first is a runtime 
modification (binary editing).  With the binary editing at run 
time it is possible to damage the functionality of the binary 
executable. Nevertheless, it may have the highest utility in the 
sense that it is independent from the languages the code is 
written. The second is a binary patch. Binary patch also is of a 
high utility, because it requires no source code. It is possible to 
insert a protection patch by using only the executable binary 
without depending on the type of high-level languages. 
However, relocation of the addresses due to the inserted code 
patch can be a difficult problem, because many clues for 
understanding the programmer's intent would have disappeared 
in the binary executable. Third is the modification at the 
compile time. Adding additional code of security mechanism at 
the compile step has a disadvantage, i.e., dependency on the 
type of high-level languages. In the worst case, it needs to 
modify compilers manually as many as the number of high-level 
languages used to extend the coverage of adoption. However, it 
can add a protection in a relatively reliable way by using an 
internally validated compiler library. This property leads to a 
guarantee of the functionality of the modified program. 

In this paper, we have applied our PC-Encoding at the 
compile time. A compiler infrastructure, LLVM, was used to 
complement for the limitations mentioned above. The LLVM 
aims to operate independently from high level language and the 
architecture. The LLVM is with the frontend separate from   
code generation to eliminate the dependency with a specific 
high level language. The frontend converts a high level 
language code into an intermediate language code called the 
LLVM IR, e.g., the Clang is a typical frontend for the C 
language. By utilizing these features, codes written in various 
types of high level language can be easily hardened with the 
PC-Encoding. 

In order to understand this paper, it is necessary to know the 
Arm® processor Architecture. The Arm® processor stores the 
return address at lr(Link Register) when it calls a function by 
bl(Branch Link) instruction. In the prologue of functions, lr and 
fp (frame pointer Register) are pushed into the stack. At the 
epilogue of functions, fp and pc(program counter register) are 
restored.  

III. IMPLEMENTATIONS 
Fig.2 is implementation overview about generating hardened 

ARM-Linux-elf binary. This walkthrough consists of three 
steps. In step 1, it converts the code written in high level 
language to LLVM IR code. In step2, it creates the hardened 
Assembly file with LLVM IR file. The LLC is a tool that can 
convert LLVM IR files into a specified architecture assembly 
file. Also it is possible to adjust options to make other 
architecture’s assembly file. In this paper it make assembly file 
for ARM® processors. In Step 3, it is possible to determine 
whether the appropriate patches or collect the number of added 
instructions by analyzing the assembly file. And then, Step 3 
convert assembly file to binary object file through ARM® 

processor Assembler. 

 
Fig. 2 Implementation overview 
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In step2, the implementation uses a modified LLC, named 

LLC.PCE. The LLC.PCE will apply the PC-Encoding to LLVM 
IR file regardless of the high level language. Among the LLVM 
source code, the ARMFrameLowering class is responsible for 
code generation of the function frame in the ARM®  
environment. The emitPrologue and the emitEpilogue functions 
in the ARMFrameLowering Class was edited for the 
PC-Encoding.  

Prologue and epilogue that the gcc compiler generates in 
general for the ARM®  environment is in the below. 

  
Prologue: 

push {fp,lr} //Save frame pointer and return  
add  sp,sp,$n //Allocate space for local variables 
 

Epilogue: 
mov  sp,fp   //Move stack pointer to stack base 
pop {fp,pc} //Restore frame pointer and return 
 
In above code, the lr register is stored at stack in prologue. It 

is mean that lr register can be overwritten by memory overwrite 
attack. The PC-Encoding can insert encode and decode 
instructions for protect lr. 
 
Prologue: 

eor lr,lr,sp   //Encode return address   
push {fp,lr}  //Save frame pointer and return  
add sp,sp,$n  //Allocate space for local variables 
 

Epilogue: 
mov sp,fp   //Move stack pointer to stack base 
ldr lr,[sp,#4] //Load return address at lr  
eor lr,lr,sp   //Decode return address 
str lr,sp        //Save decoded return address 
pop {fp,pc} //Restore fp and return 
 
In the above code, four instructions are added for the 

PC-Encoding. In this case, it is impossible to avoid memory 
access   at the decode, because “pop {fp,pc}” is to take place in 
atomic fashion. The return address moves to the PC register 
directly. The PC-Encoding must decode return address before 
this action. Thus decode process must be accompanied by a 
memory access. To solve this problem, we use the LLVM 
features. In fact, compilers do not always need to make the form 
of a prologue and epilogue shown in the above. The LLVM 
compiler can create a different form of function prologue and 
epilogue as in the below.  

 
Prologue: 

push lr    //save return address 
add sp,sp,$n  //Allocate space for local variables 
 

Epilogue: 

add sp, sp, $n //Mov stack pointer to base 
pop lr    //Restore return address 
mov pc,lr   //Return to caller 
 
In this code, there is no fp register. Offsets are calculated 

based on the sp instead of using fp when accessing local 
variables or function parameters. And the return address is 
restored at lr before it moves into pc. By using this moment, it is 
possible to remove a memory access in decode process. The 
PC-Encoding example implemented in this consideration is as 
follows. 
 
Prologue: 

eor lr,lr,sp    // Encode return address 
push lr     // Save encoded return address 
sub sp,sp,$n //Allocate space  
 

Epilogue: 
add sp,sp,$n  //Move stack pointer to base 
pop lr    //Restore return encoded address 
eor lr,lr,sp  //Decode return address  
mov pc,lr   //Return to caller 
 
Two added eor instructions have no memory reference. As a 

result, we are able to protect return process of a function with 
just two of register-to-register instructions. Encoding the target 
addresses can avoid unintended control transfer causing the 
semantic gap because it allows the control transfer only to a 
target address legitimately decoded. 

In fact, at the function exit, the main intention of a 
programmer is just a "return to the caller". The status of the 
registers and the memory are not always in programmer’s 
consideration. However, it is possible to manipulate the return 
address using a frame pointer overflow. Compilers and its 
library do not perform action to correct this potential semantic 
gap source. Since fp register is also pushed to stack, it can be 
exploited. So both lr and fp registers must be encoded for the 
full protection of return process in the gcc version. 

The PC-Encoding implementation depends on trustworthy 
low layer software like the OS kernel. If the code were 
contaminated by an arbitrary memory overwrite attack, it is not 
possible to protect the PC-bound data with PC-Encoding. But it 
does not mean that the PC-Encoding needs special functions 
like the mprotect(). 

IV. PERFORMANCE 
Comparing the efficiency of PC-Encoding with the 

well-known CFI [1] is illustrating to see the performance 
overhead potential. One can patch the code with ARM® 
processor assembly to have the CFI enforced as in the below. 

 
caller: 

bl callee     //Call the callee 
b next        //Bypass the ID 
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[AABBCCDD]   //block ID 
next:  

. 
callee: 

push lr      //Save return address 
sub sp,sp,$n   //Allocate space for local variables 
. 
add sp,sp,$n    //Move stack pointer to base 
pop lr        //Restore return address 
ldr r3,[lr,#4]   //Obtain ID of return block 
cmp r3,AABBCCDDh //Check validation 
bne error_label   // Error handling 
mov pc,lr    //Return to caller(next) 
 
When implementing the CFI on ARM® processor, the caller 

needs one and the callee needs three additional instructions. 
One of them is a memory reference instruction, and the other 
one is conditional branch instruction. Memory reference 
instruction will take longer than the others, and the conditional 
branch instruction also requires more cycles than a normal 
command requires. Consequently, it will causes the relatively 
large performance degrade. Table.1 shows the number of 

instructions between the CFI and the PC-Encoding. 
ROP (Return Oriented Programming) [19] is a latest 

powerful code reuse attack that can bypass the defenses such as 
DEP, ASLR and ASCII-Armor [26]. Attackers can gather fixed 
position code parts, called gadget. These fixed position address 
can be selected with not containing NULL byte.  The Attacker 
can performs a desired operation without executing the code on 
the NX(Non-Executable) area using these gadgets.  The 
overwrite attack and advanced RTL attack that jumps to fixed 
PLT entries use some the ROP gadgets, and it allows the 
attacker seize control of the system more easily. 

First of all, these advanced memory overwrite attack should 
start from the contamination of one PC-bound data. Canary and 
ASCII-Armor can take effect against the linear memory 
overwrite attack (smashing attack). But there are many ways to 
overwrite the PC-bound data. Arbitrary overwrite attack can 
bypass the defense such as StackGuard [6] because the guard is 
separate from the return address. The PC-encoding protects the 
target directly, i.e., the target address and its protection is 
integrated together as a single data: it is still a useful protection 
whether the attacker uses a point for indirect overwrite or does 
straight smashing. Thus, the PC-Encoding can prevent the first 
intended jump using the target PC-bound data. ROP attack 
sequence occurring after overwriting the first PC-bound data is 
blocked by the PC-Encoding environment.  

The PC-Encoding provides additional benefits against ROP. 
The PC-Encoding can eliminate the ROP gadgets by inserting 
decode instruction in front of the return instructions. Typical 
gadgets in a pattern of pop-pop-ret will be transformed into a 
pop-pop-eor-ret pattern, and thus attackers should be able to 
guess the key in order to use the gadgets. In Intel x86 
architecture, inserting instruction into the gadgets may cause a 
side effect of unexpected instructions that can be exploited for 
ROP attack, because unaligned instructions different from the 
programmer’s intention can be fetched and executed with Intel 
x86 architecture. But only the 4byte aligned instructions are 
allowed to execute with ARM® processor.  It means that 
inserting instructions to eliminate the gadget can be more 
reliable and clear solution with ARM® architecture.  

This paper assumes the following instruction sequences as 
potential gadgets.  
 

{Several instructions};  b ; 
{Several instructions};  bl ; 
{Several instructions};  bx ; 
{Several instructions};  blx ; 
{Several instructions};  bxj ; 
{Several instructions};  pop {pc,…}; 
{Several instructions};  mov pc, {reg/mem}; 

 
Binaries compiled by the LLVM rarely have the "pop 

{pc,…}" instruction,  because the LLVM compiler does not use 
"pop {pc,…}" instruction as a return instruction. Therefore, the 
PC-Encoding removes most of the gadgets that use the “mov 
pc,{reg/mem}” instruction. However, “b,bl,bx,blx,bxj” gadgets 
are not eliminated by the current PC-Encoding implementation 
reported in this paper. The implementation in this paper covers 
only return address case. So attacks using other PC-bound data 
can still valid.  Also this narrow protection scope causes 
un-elimination of “b,bl,bx,blx,bxj” gadgets. But it is an 
implementation problem rather than a fundamental 
disadvantage inherent in the concept of PC-Encoding. Our 
future implementation will be able to handle all the indirect 
branches as done in our PC-Encoding compiler for Intel x86 

 

name 

Simulated instructions 

(million) Overhead 

(instruction) 

Overhead 

(tick) 
normal PC-Encoding 

mcf 8953 9128 1.95% 1.93% 

sjeng 33823 34170 1.02% 1.00% 

name Input 
Added  instructions 

Encode Decode 

bzip2 dryer.jpg 110 120 

mcf test/input.in 24 24 

sjeng test/test.txt 141 144 

Table. 2 Performance result 

 

 

added 

instruction 

of memory 

access 

conditional 

branch 

CFI 4 1 1 

PC-Encoding 2 0 0 

Table. 1 Number of instructions in CFI and PC-Encoding 
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[11], [17]. 
Table.2 shows the performance results with SPEC2006 

benchmark binaries hardened by the PC-Encoding. The 
simulations are performed with default SE mode of Gem5 
simulator [27]. The SE mode of the Gem5 can simulates not all 
but most system calls of Linux. It shows the performance 
overhead is under 2%. Also shown in Table.2 is the number of 
encode/decode instructions added by our PC-Encoding 
compiler.  The numbers of encode and decode instructions are 
not the same, because a must-terminate epilogue terminates the 
process directly without executing return instruction, and a 
function may have multiple epilogue upon branch instructions. 
Unfortunately, the SE mode of Gem5 does not simulate the all 
Linux system calls. Only a few of the binaries can be simulated 
properly on the Gem5. For example, the bzip2, software for 
compression, needs to call a utime(), a system call not included 
in the Gem5. So the bzip2 execution on Gem5 cannot be 
finished properly. 

V. CONCLUSION 
This paper has shown a guide to make practical PC-Encoding 

compiler implementation under Arm® processor architecture. 
Arm® processors have become the most popular embedded and 
application processor architecture, widely adopted in embedded 
devices including the smart-phones. Based on our experience of 
building PC-Encoding compiler for Intel x86 architecture 
[11],[17], we are implementing PC-Encoding compiler for 
ARM® processor. By utilizing the features of Arm® 
processors, our implementation protects the return addresses 
without inserting a protection code accessing the memory. 
Therefore, the protection is with minimal performance 
overhead. 

In our implementation presented in this paper, the key for the 
PC-Encoding is the self-address, i.e., the location of the 
instruction defining PC-bound data. It allows a low overhead 
implementation. However, if the degree of ASLR’s 
randomization is weak, it is possible for attackers to easily 
figure out the key via replay attacks and source code analysis. 
For more tight protection we may want to resort on utilizing 
harder to guess cryptographic keys [17]. 

The PC-encoding implementation presented in this paper is 
not able to prevent every type of attacks, because it focuses only 
on the return addresses among many types of the PC-bound 
data. Many software attacks not resorting on the return address 
exist, and a few techniques have been proposed to solve this 
problem. For example, it is possible to insert decoding 
instructions into PLT region to prevent GOT overwrite attacks 
with the encode instruction added to dl_resolve() function [11]. 
Also, one may utilize the relocation table to find every indirect 
jumps as in CCFIR [25]. We are currently in the process of 
incorporating these into our PC-Encoding compiler for ARM® 
processors. 

 

REFERENCES 
[1] M. Abadi, M. Budiu, U. Erlingsson, and J. Ligatti, “Control-Flow 

Integrity: principles, implementations, and applications”, In Proceedings 
of the 12th ACM Conference on Computer and Communications 
Security, 2005. 

[2] T. Bletsch, X. Jiang, V. W. Freeh, and Z. Liang, “Jump-oriented 
programming: a new class of code-reuse attack,” in Proceedings of the 6th 
ASIACCS, pp. 30–40, March 2011. 

[3] E. Buchanan, R. Roemer, H. Shacham, and S. Savage, “When good 
Instructions go bad: generalizing return-oriented programming to RISC”, 
In ACM Conference on Computer and Communications Security (CCS), 
pp. 27–38, 2008. 

[4] S. Checkoway, L. Davi, A. Dmitrienko, A.-R. Sadeghi, H. Shacham, and 
M. Winandy, “Return-oriented programming without returns”, In ACM 
Conference on Computer and Communications Security (CCS), 2010. 

[5] Computer Science Department at the University of Illinois at 
Urbana-Champaign. “The LLVM Compiler Infrastructure”, [Online]. 
Available:http://llvm.org. 

[6] C. Cowan, C. Pu, D. Maier, H. Hintongif, J. Walpole, P. Bakke, S. 
Beattie, A. Grier, P. Wagle, and Q. Zhang, “Stackguard: automatic 
adaptive detection and prevention of buffer-overflow attacks,” in Proc. of 
the 7th USENIX Security Symposium, Jan 1998, pp. 63–78. 

[7] D. Dai Zovi, “Practical return-oriented programming,” SOURCE Boston, 
2010. 

[8] L. Davi, A. Dmitrienko, A.-R. Sadeghi, and M. Winandy, 
“Return-oriented programming without returns on ARM”, Technical 
Report HGI-TR-2010-002, Ruhr-University Bochum, July 2010. 
Available:http://www.trust.rub.de/home/_publications/DaDmSaWi2010 

[9] S. Forrest, S. Hofmeyr, Anil Somayaji ,“The evolution of system-call 
monitoring”, ACSAC,2008. 

[10] E. Göktas, E. Athanasopoulos, H. Bos and G. Portokalidis, “Out of 
control: overcoming control-flow integrity“, Proceeding SP '14 
Proceedings of the 2014 IEEE Symposium on Security and Privacy, pp. 
575-589, 2014. 

[11] G. Lee and C. Pyo, “Method and apparatus for securing indirect function 
calls by using program counter encoding”, U.S. Patent No. US8583939 
B2, Nov. 2013. 

[12] G. Lee and A. Tyagi, “Encoded program counter: self-protection from 
buffer overflow attacks”, International Conference on Internet 
Computing, pp 387-394, 2000. 

[13] Microsoft, “A detailed description of the data execution prevention 
(DEP) feature in Windows XP Service Pack 2, Windows XP Tablet PC 
Edition 2005, and Windows Server 2003”, [Online].                       
Available: https://support.microsoft.com/en-us/kb/875352 

[14] Nergal, “The advanced return-into-lib(c) exploits: PaX case study”. 
Phrack Magazine, 58(4), 2001. 

[15] Pax Team, “PaX address space layout randomization (ASLR)”, [Online]. 
Available: http://pax.grsecurity.net/docs/aslr.txt 

[16] J. Pewny and T. Holz, “Control-flow restrictor: compiler-based CFI for 
iOS,” in Proceedings of the 29th Annual Computer Security Applications 
Conference, 2013. 

[17] C. Pyo and Gyungho Lee, “Encoding function pointers and memory 
arrangement checking  against buffer overflow attack”,  Lecture Notes in 
Computer Science, Vol. 2513, pp. 25 - 36, Springer Berlin / Heidelberg , 
Dec. 2002. 

[18] Red Hat, “New security enhancements in red hat enterprise Linux v.3, 
update3”,[Online]. 
Available:http://h10032.www1.hp.com/ctg/Manual/c00387685.pdf 

[19] H. Shacham, “The geometry of innocent flesh on the bone: 
return-into-libc without function calls (on the x86)”, in ACM conference 
on computer and communications security(CCS), pp.552–561, 2007. 

[20] H. Shacham, M. Page, B. Pfaff, E. Goh, N. Modadugu, D. Boneh, “On the 
effectiveness of address-space randomization.” In V. Atluri, B. 
Pfitzmann, and P. McDaniel, editors, Proceedings of the 11th ACM 

Recent Advances in Electrical Engineering

ISBN: 978-1-61804-351-1 37

http://www.cs.uiuc.edu/
http://www.uiuc.edu/
http://www.uiuc.edu/
http://www.uiuc.edu/
http://llvm.org/
http://www.trust.rub.de/home/_publications/DaDmSaWi2010
https://support.microsoft.com/en-us/kb/875352
http://pax.grsecurity.net/docs/aslr.txt
http://www.informatik.uni-trier.de/~ley/db/journals/lncs.html
http://www.informatik.uni-trier.de/~ley/db/journals/lncs.html
http://h10032.www1.hp.com/ctg/Manual/c00387685.pdf


 
 

 

Conference on Computer and Communications Security, CCS 2004, 
Washingtion, D.C. ACM, October 2004. 

[21] S. Sinnadurai, Q. Zhao, W. Wong, “Transparent runtime shadow stack: 
protection against malicious return address modifications”. 

[22] M. Tran, M. Etheridge, T. Bletsch, X. Jiang, V. Freeh and P. Ning ,” On 
the expressiveness of return-into-libc attacks“, Proceeding RAID'11 
proceedings of the 14th international conference on recent advances in 
Intrusion Detection, pp. 121-141, 2011. 

[23] B. Zeng, G. Tan, and G. Morrisett, “Combining control-flow integrity and 
static analysis for efficient and validated data sandboxing,” in 
proceedings of the 18th ACM conference on Computer and 
Communications Security, pp. 29–40, 2011.  

[24] M. Zhang, R. Sekar, “Control flow integrity for COTS binaries,” in 22nd 
USENIX Security Symposium, 2013. 

[25] C. Zhang, T. Wei, Z. Chen, L. Duan, L. Szekeres, S. McCamant, D. Song, 
and W. Zou, “Practical control flow integrity and randomization for 
binary executables,” in Proceedings of the 1013 Security and Privacy 
Symposium, pp. 559–573, 2013.  

[26] “Payload aleady inside: data reuse for ROP exploits”, Black Hat USA 
Whitepaper, 2010. 

[27] “Gem5 simulator", [Online].     Available: http://www.gem5.org 
 

Recent Advances in Electrical Engineering

ISBN: 978-1-61804-351-1 38

http://www.gem5.org/


  

 

Abstract—the main bottleneck in effective design of wide-area 

damping controller (WADC) is the power system operating con-

dition changes and uncertain time delay of remote signals. They 

can deteriorate the controller performance and the whole system 

stability if not properly accounted for in the design procedure. 

This paper focuses on design a WADC pointing at robust per-

formance in the face of both power system model and time delay 

uncertainties.  The proposed method is based on structured sin-

gular value (SSV) theory and the controller is designed by apply-

ing  –synthesis and D-K iteration approaches. The SSV theory 

provides the correct test for robust performance and is an effec-

tive means to handle model uncertainties and destructive effects 

of uncertain time delay. A comprehensive case study is conducted 

on a 68-bus 16-machine test system including SSV assessment, 

small signal analysis, and nonlinear time domain simulation. The 

results reveal that the proposed method provides effective damp-

ing action when the operating condition changes and the time 

delay varies within a certain range.  

 

Index Terms—WADC, time delay, model uncertainty, inter-

area oscillations  

I. INTRODUCTION 

 

NTER -area oscillations of a bulk power systems usually suf-

fer from poor damping [1]-[3]. The inadequacy of damping 

varies with the level of power transfer trough tie-lines, 

strength of tie lines, nature of loads and other related factors. 

[4]. It might has a dissuasive effects and prevents the opera-

tion of the power system in a desired economic operating con-

ditions. Therefore, it is essential to employ an effective damp-

ing control strategy that provides adequate damping over pre-

defined operating scenarios. The traditional approach for 

damping electromechanical oscillations is to install power 

system stabilizers (PSSs) which use local measurements such 

as rotor speed or active power as feedback signals. These PSSs 

can damp local modes effectively, while the effectiveness in 

damping inter-area modes is reduced because such modes are 

not observable/ controllable from local measurements [6].  

With a rapid development of wide-area measurement sys-

tem (WAMS), controllers have been recommended which use 

wide-area signals to enhance damping of electromechanical 

oscillations. Wide-area damping controller (WADC) was pri-

marily proposed in [3] as a two level hierarchical controller, in 
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which a local signal is used to damp local mode and remote 

signal feedback to damp the inter-area mode. Afterwards, the 

power system model uncertainties and inherent time delay 

resulting from wide-area signals transmission have been chal-

lenging researchers to make WADC practical.  

Time delay of wide-area signals is a key factor influencing 

the applicability of WADC and the whole system stability. 

The delay value depends on the type of communication link, 

the distance, signal routines, protocol of transmission, com-

munication load and several other factors [8]. In the literature, 

different approaches have been proposed to consider time de-

lay effects in controller design procedure. A gain scheduling 

based method has been investigated to design a WADC mod-

eling the delay by a first order approximation [9]. This method 

results a parameter varying high order controller subject to 

delay variation. Delay compensation by a predictor based con-

troller has been suggested in [4]-[5], in which the predictor is 

designed in a predefined operating condition. In [10] and [11], 

the authors have been employed Lyapunov stability theory and 

linear matrix inequalities (LMIs) approach to design WADC 

considering delayed communication network. Stability analy-

sis of power system with WADC embedded has been carried 

out applying a set of LMIs to obtain delay margin of different 

controllers [1]. In [12], conventional lead-lag controller has 

been designed conducting particle swarm optimization ap-

proach to compensate the time lags caused by remote signal 

delays. In [13], a fuzzy logic based WADC has been proposed 

in order to have continuous delay compensation.  

The system model uncertainty is another key factor in 

WADC realization and it mainly results from the variation of 

apparent linearized plant parameters as the operating point 

changes and the neglected high order dynamics. Robust meth-

ods such as H controller [4], [5], multi agent H controller 

[7] and mixed HH /2  controller [6] have been employed in 

order to handle these uncertainties.  

 Although several methods have been proposed to design 

WADCs aiming at one of these circumstances, less attention 

has been devoted to both model and delay uncertainties. 

Moreover, these methods do not ensure the robust perfor-

mance of the controller and performance judgment is based on 

a number of time domain simulations.  

This research focuses on a WADC design aiming at the ro-

bust performance in the face of operating condition changes 

and uncertain time delays. The method is based structured 

singular value (SSV) theorem and  -synthesis approach and 

it can handle the both power system model and time delay 
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uncertainties. The main procedure of the proposed method 

includes: 1) to obtain linearized model of the power system 

and small signal analysis; 2) to select measurement signals and 

control locations which maximize the joint controllability or 

observability measure of the critical inter-area modes; 3) to 

reduce linearized system model order for the sake of controller 

design simplification; 4) to design the controller by applying 

 - synthesis approach; 5) to evaluate robust performance of 

the controller applying SSV theory; 6) to carry out small sig-

nal analysis of the closed loop system and nonlinear time do-

main simulations. The proposed method is prosperously tested 

on a 68-bus 16-machine test system and various case studies 

are conducted to demonstrate the potential of the controller. 

The results indicate that this method is highly efficient to 

damp inter-area modes when the time delay varies within a 

certain range.   

 

II. WIDE-AREA DAMPING CONTROLLER STRUCTURE  

Several control structures such as decentralized, quasi-

decentralized centralized and hierarchical control schemes are 

proposed to enhance the electromechanical oscillations damp-

ing in power systems [15]. A decentralized structure is a set of 

local controllers. This control structure utilizes local meas-

urements and needs no additional telecommunication equip-

ment. However, it may not be sufficient to meet the require-

ments of the future power systems which are highly intercon-

nected and stressed. In contrast, other structures need to utilize 

communication link to transmit remote signals. Any control 

which requires communication links to either collect the input 

or to send out the control signal is entitled as a wide-area con-

trol systems [16].  

It is found that applying remote signals in the controller re-

sults enhanced system dynamic performance with respect to 

inter-area oscillations [3]. Although additional telecommuni-

cation equipment is required to realize a wide-area control 

system, it is still recognized to be more cost-effective com-

pared to installing new control devices. In a quasi-

decentralized control structure, the local controller receives 

some information from remote location; nevertheless, most 

signals are collected locally. In a centralized structure, the 

controller receives relevant system measurements and sends 

control signals to control locations in order to meet the re-

quired system performance; for instance, to ensure a minimum 

damping for a set of inter-area modes. The hierarchical control 

structure, as shown in Fig. 1 comprises two control levels and 

comprehends decentralized local controllers (i.e., PSSs) in the 

first level and the WADC as a central controller in the second 

level. The central controller receives measured signals from 

system and sends control signals to the local controllers.       

Transmission delays of the remote signals and robustness to 

the loss of communication link can be a challenge for the ap-

plication of quasi-decentralized, centralized, and hierarchical 

control structures. However, the use of remote signals can 

improve the observability and controllability of inter-area 

modes; hence, it results in to effective damping of these modes  

WADC

Power System

PSS

G

G

Wide Area

Measurements

PSS

Decentralized 

Local Controllers 

 
Fig.1: structure of wide-area damping controller  

[15]. The hierarchical scheme allows minimum system damp-

ing performance ensured by the decentralized level in the 

event of loss of communication link and is preferred relative 

to other control structures. Hence in this study, it is applied for 

the WADC implementation.     

III. CONTROLLER DESIGN APPROACH 

Robust controllers were introduced into wide-area damping 

controller design in the last decade to handle modeling errors 

and uncertainties. In the robust controller synthesis approach, 

the controller requirements are weighted and formulated to 

meet the control objectives. If the control objectives have been 

satisfied for the nominal plant, the system is stated to have 

nominal performance. The existence of power system model 

uncertainty and uncertain time delay make it necessary that the 

control objectives to be satisfied for the uncertain plant. In 

other words, the controller should have robust performance. 

The most frequently used approach to achieve robust perfor-

mance is to reformulate the problem as a single objective con-

troller design. For instance, the trade-off between require-

ments has to be made so that the single H  norm of the 

weighted control interconnection can represent all design re-

quirements. However, to minimize the performance index, 

which is obtained by small gain theorem, is not effective in 

this case since the resulting controller is constantly conserva-

tive and achievable closed-loop performance is limited. The 

controller conservatism is caused by the fact that in the refor-

mulated robust performance problem, the uncertainty is struc-

tured and small gain theorem does not account for structure in 

the uncertainty. The structured singular value (SSV) theory 

provides the necessary and sufficient conditions for robustness 

to a structured uncertainty and hence is the correct test for 

robust performance [17]. The approach of controller design by 

applying the SSV theory is referred as mu-synthesis. This 

method is applied to design a wide-area damping controller in 

this research.  

A. Uncertainties and weighting functions 

The power system model uncertainty mainly results from 
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Fig.2: Block diagram of power system with WADC embedded 

operating condition changes. While, the time delay uncertainty 

mainly depends on the type of the communication link and the 

communication load. The communication links are generally 

divided into wired and wireless links. Satellite or Digital mi-

crowave are the instances for wireless links and Power Line 

Carrier (PLC) and fiber optic links are the most often used 

wired links. The detailed data of respective time delays for 

each type of communication link have been provided in [8]. 

In the weighted controller design approach, the most common 

descriptions of the uncertainty are additive uncertainty (AU) 

and multiplicative uncertainty (MU). In this research, the 

power system model uncertainty is assumed as an AU while 

the time delay uncertainty is supposed as a MU considering a 

lumped delay in the output of the WADC.  For the time delay 

uncertainty, MU does not depend on the system operating 

condition and hence is preferred to AU [9].  

The block diagram of the closed-loop power system with 

the WADC embedded is shown in Fig.2. The block s  repre-

sents the system model uncertainty, d  denotes the time de-

lay uncertainty, K  stands for the controller, 0G
 
is the nomi-

nal system plant, r  is designate as the reference set point at 

the automatic voltage regulator (AVR) inputs, sy  is the meas-

urement signal, and n  is labeled as the measurement noise.  

The AU block is unstructured while the uncertainty block 

d   has diagonal structure as follows: 

ncncdd I    (1) 

Where, ncncI   represents the identity matrix, nc  stands for 

the number of control signals, and d  is the MU of each con-

trol signal. Considering  maxmin ,   as the time delay of 

the channels, the maximum singular value (MSV) of d  can 

be computed by, 

 
Rjjd 





:})1)(exp({max))((

maxmin ,

 (2) 

The weighted control design interconnection is shown in 

Fig. 3 where sW , dW , pW  and nW  are the weighting func-

tions. The choice of suitable weighting function entails several 

trials. Various closed-loop performance measures such as  
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Fig.3: Weighted control design interconnection  

robustness, settling time in time domain, and controller peak 

gain need to be evaluated and considered. The weight sW  

should be a high pass filter in order to reduce control effort 

and to ensure robustness to AU. The weight dW  is also a high 

pass filter to ensure robustness to MU. More formally, the 

choice of this weight should satisfy the following conditions: 

RjjW dd   :))(())((  (3) 

The weight nW  should be a high-pass filter since the noise 

usually has high frequency components. Finally, pW  is the 

performance weighting function and is selected as a first order 

low-pass filter in this research.  

B. Controller Design Applying  -Synthesis 

As aforementioned, the structured singular value (SSV) 

theory provides the correct test for robust performance. In 

order to apply this theory to controller design, the control 

problem has been recast into the linear fractional transform 

(LFT) setting as shown in Fig.4. The system labeled by P  is 

the open-loop interconnection and contains reduced order 

plant model and weighting functions. The block s  is similar 

to s  and the blocks  d  and d have similar structure. The 

block p  is a virtual uncertainty block with a proper dimen-

sion to define the desired performance in the LFT description. 

The closed-loop interconnection is denoted by ),( KPM  and it 

can be obtained from Fig.3 as follows:  
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Fig.4: LFT description of the WADC design  

Next, the robust performance objective can be defined as 

the design of a controller K , satisfying the following condi-

tion [17]:  
 

1)),((  KPM  (5) 
 

Where   is the SSV of the closed-loop interconnection 

),( KPM  corresponding to structured uncertainty set   and it 

is defined as,  
 

}0)),((det,:)({min

1
)),((




KPMI
KPM


  (6) 

 

With the set   takes the form of,  
 

  }1,1,1:,,{ 
 psdpsddiag   (7) 

 

The goal of  -synthesis approach is to minimize the peak 

value of )),(( KPM , over all stabilizing controllers K . 

More formally the  -synthesis can be written as an optimiza-

tion problem as follows, 
 

  ))(),((maxmin 


jKPM
RK




  (8) 

 

For tractability of the  -synthesis problem it is necessary 

to replace the SSV with its upper bound. The upper bound for

)),(( KPM  
is an optimally scaled maximum singular 

value which is defined as follows: 
 

   )),((inf)),(( 1






 DKPMDKPM
DD

   (9) 

 

Where D  is the set of matrices with the property that 

DD   for every  , DD . Using this upper bound, 

the optimization problem in (8) is reformulated as: 
 

))()(),()((maxminmin 1

)(



jDjKPMjD

RDjDK



 

  (10) 

 

This optimization has been solved by an iterative approach 

referred to as D-K iteration [17]. It involves a sequence of 

minimization, first over the controller variable K  holding the 

D  variable associated with the scaled   upper bound fixed. 

Afterwards over the D  variable holding the controller varia-

ble fixed. The solution of this problem can be computed by 

using the function dkit of the Robust Control Toolbox in 

MATLAB.  

IV. WIDE-AREA DAMPING CONTROLLER DESIGN PROCEDURE 

Detailed implementation of the proposed method to design 

the wide-area damping controller is summarized as the follow-

ing steps: 

1) To obtain power system model and to perform small sig-

nal analysis: all generators are represented by detailed 

two-axis model with exciter, governor and conventional 

PSS with two lead-lag compensation blocks. The full-

order nonlinear model of the power system is obtained us-

ing MATLAB. The nonlinear model is linearized at an 

operating point. Afterwards, small signal analysis is con-

ducted with this linear model to obtain the shapes and 

damping ratios of the electromechanical modes. Next, 

critical inter-area modes are selected based on damping 

ratios.  

2) To select Control loop: the control loop selection consists 

in choosing the pair of measurement signal and control 

location which can maximize the critical modes observa-

bility and controllability. In this research, geometric 

measures of observability (GMO) and geometric measure 

of controllability (GMC) are used to select the control 

loop and its details can be found in [18].  

3) Linear model order reduction: for a large scale power 

system, the order of the linearized model is reasonably 

high. To design a controller with such a high order model 

is neither practical nor necessary. Furthermore, analysis 

of the low frequency electromechanical oscillation does 

not require full-order system. Since, the fast dynamics are 

not considered in this case. Hence, for purpose of simpli-

fication of the controller design, the order of the whole 

power system is reduced employing a model reduction 

method. In this research, the Schur model order reduction 

technique [19] is used to find the reduced order model for 

the power system.  

4) Controller synthesis: wide-area damping controller is de-

signed applying the mu-synthesis method and D-K itera-

tion approach. The iteration starts and continues through 

minimization of the scaled   upper bound until no con-

siderable reduction to occur with more iteration. The or-

der of the obtained controller through mu-synthesis often 

needs to be reduced in order to simplify the implementa-

tion. For this purpose, the Schur model reduction method 

is applied again. 

5) To evaluate the robustness: the reduced order controller 

should satisfy the robustness requirements. The robust 

performance of the closed-loop system with reduced order 

controller is evaluated applying SSV theorem. 

6) Small signal analysis and nonlinear time domain simula-

tion: the full-order linear closed-loop system performance 

is evaluated applying eigenvalue analysis. Afterwards, the 

nonlinear time domain simulation is conducted and robust 

performance of the designed controller is verified for var-

ious operating conditions and different time delays.  
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Fig.5: 68-bus 16-machine test system with WADC embedded   

 

V. RESULTS OF CASE STUDIES 

A wide-area damping controller is designed for 68-bus 16-

machine system, which is shown in Fig. 5. The detail model 

descriptions and parameters of this system can be found in 

[21]. Some modifications have been made so that the control-

ler design procedure can be illustrated more clearly. In this 

system, each of the generators G13, G15 and G16 is the 

equivalent model for an area. However, the parameters of G14 

is considered to be same as G12. The system is stressed by 

increasing load and generation level. Moreover, the conven-

tional local PSSs are installed on the generators G3, G4, G9, 

G10, G11, and G12 and there is no PSS installed on the re-

maining generators. In addition, damping coefficients of the 

equivalent generators G13 and G16 have been reduced to 

some small values.   

Small signal analysis reveals that the system has four inter-

area modes with damping ratios less than 7%.  These modes 

will last more than 20 sec due to their poor damping. The os-

cillating generators in these lightly damped modes are shown 

in Table I. Table II demonstrates the control locations and 

associated measurement signals which are selected for each 

mode. In this Table, ji  is the rotor speed difference be-

tween generators i  and j . The generators with maximum 

GMC for the first three modes are equivalent generators; 

hence, it is not possible to select them as control locations. 

Then again, for these particular modes the maximum GMC of 

the generators G1-G12 and G14 are not comparable with that 

of equivalent generators. For instance in mode #2, G9 has the 

maximum GMC among G1-G12 and it is almost 22% of the 

G16’s GMC. Therefore, the selection of G9 as the control lo- 

 

Table I 

Critical inter-area modes of the study system 
Mode 

index 
Mode Shape 

Freq. 

(Hz) 

Damping 

Ratio 

1 (14,15,16) vs. all others 0.476 0.0643 

2 (12,13,16) vs. (1 to 9) and (14,15) 0.6804 0.0130 

3 (12,13,14,15) vs. (1 to 9) 0.7119 0.0371 

4 (2,3) vs. (4,5,6,7,9) 1.1141 0.0247 

Table II 

Control locations and measurement signals 
Mode 

index 

Max. 

GMC 

Control Locations based on 

AGMC 

Max. 

GMO 

1 G16 
G9 (22%), G12 (19%),  

G14 (12%), G11 (10%) 155  

2 G16 
G12 (31%), G5 (21%),  

G6 (18%) 1614  

3 G13 G12 (45%), G14 (31%) 135  

4 G2 G2 62  

cation solely, results in a significant increase in the controller 

effort and excessive interface of local modes. To overcome 

this problem, the control locations are selected based on the 

aggregate geometric measure of controllability (AGMC) as 

indicated in Table II. In which for a particular mode, among 

G1-G12 and G14 the generators with highest values of GMC 

are selected in a way that the total GMC to be at least 60% of 

the equivalent generator’s GMC. In mode #1, G9, G11, G12, 

and G14 are selected as control locations and the speed differ-

ence between G5 and G15 is designated as the input signal. 

Mode #2 suffers from a poor damping and can be controlled 

through the generators G5, G6, and G12. The best input signal 
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Fig.6: singular value plot of MU and weighting function  

Table III 

Controller order and peak   value through D-K iteration  

Iteration  peak   Controller order 

1 2.49 34 

2 1.26 45 

3 0.98 53 

4 0.84 67 

5 0.73 77 

6 0.71 92 

to observe this mode is the speed difference between G14 and 

G16. Mode #3 that demonstrates the oscillation of G12-G15 

vs. G1-G9 can be damped through the control action on the 

generators G12 and G14. Moreover the measurement signal 

with maximum GMO for this mode is the speed difference 

between G5 and G13. Finally, mode #4 in which G2 and G3 

oscillates vs. G4-G7 and G9 can be effectively damped out 

through selecting speed difference between G2 and G6 as the 

input signal and controlling the generator G2. Therefore, to 

enhance damping of inter-area oscillations the control loca-

tions are G2, G5, G6, G9, G11, G12 and G14.  

The original linear model order is 178. To simplify the 

WADC design, the order of the linear model was reduced to 

12 applying Schur model reduction technique. In this approach 

the order of the reduced model is determined based on Hankel 

singular values of the original model. This reduced model is 

sufficiently accurate to represent system dynamics in low fre-

quency oscillation studies.    

The communication channel which transmits measurement 

signals to and control signals from centralized WADC is con-

sidered to be digital fiber optic link. This type of communica-

tion is recognized as the best option due to its high speed data 

rate, low propagation delay, security, reliability as well as 

noise immunity. Hence, time delay tolerance of the control 

loop is expected to be between 50 to 150 ms [11]. The 

weighting functions in the weighted control design intercon-

nection are given by: 

10 2 2.2 5 2 10
, , ,

10 220 100 66.67
p n s d

s s s
W W W W

s s s s

 
   

   
 

The MSV plot of the time delay uncertainty which is ob-

tained by (2) and dW  are shown in Fig. 6. As illustrated in this 

figure, the selected weighting function satisfies the condition 

in (3). The dkit function available in MATLAB Robust Con- 

  
Fig.7: SSV plot of the closed-loop system with reduced order controller 

   Table IV 

Damping ratios of inter-area modes for different load types 

and time delays 

Load 

Type 

Delay 

(ms) 

Damping Ratio 

Mode 1 Mode 2 Mode 3 Mode 4 

CI 

50 0.2103 0.1548 0.1452 0.1214 

100 0.1970 0.1334 0.1274 0.1192 

150 0.1810 0.1121 0.1099 0.1171 

CC+CI 

50 0.1780 0.1529 0.1326 0.1166 

100 0.1759 0.1319 0.1186 0.1158 

150 0.1683 0.1110 0.1037 0.1135 

CP+CI 

50 0.1719 0.1525 0.1296 0.1156 

100 0.1702 0.1315 0.1165 0.1152 

150 0.1646 0.1108 0.1021 0.1128 

troll Toolbox is used to design the controller. The peak   

value and controller order for various iterations are represent-

ed in Table III. In the first iteration, the peak   value is 2.49 

and robust performance condition is not satisfied. The peak 

value of SSV reduces as the number of iteration increases. The 

best value of the SSV belongs to iteration 6 and it is 0.71 

demonstrating that the designed controller fully satisfies the 

robust performance requirements. Moreover, this value of 

SSV indicates that the system model and time delay uncertain-

ties, which can diminish the control performance, to be more 

than the specified AU and MU in the design procedure. For 

instance, it is expected that time delays, which can deteriorate 

the controller performance, to be more than 150 ms. For our 

case, time domain simulation shows that constant time delays 

above 230 ms weaken the damping action of the controller.   

As shown in Table III, the controller order increases 

through the D-K iteration approach. It is 34 in the first itera-

tion and increases to 92 in the iteration 6. Therefore, in order 

to ease the implementation, it is necessary to reduce the de-

signed controller order. Applying Schur technique again the 

controller order reduces to 12. The   plot of closed-loop 

system with reduced controller is depicted in Fig. 7.  It can be 

seen from Fig. 7 that the peak value of   is 0.76. Therefore, 

the reduced controller satisfies the robust performance con-

straint as well as the full order controller.  
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(d) 

Fig. 8: dynamic response of the system to step changes in AVR set points. (a)  
& (b) Step change in G13 set point. (c)  Step change in G16 set point. (d) Step 

change in G2 set point.  

The damping action of the designed controller is evaluated 

applying eigenvalue analysis considering various load types 

and time delays as shown in Table IV. It is noteworthy that in 

this table, CI, CC, and CP mean constant impedance, constant 

current and constant power loads, respectively. It can be seen 

from Table IV that the designed WADC provides effective 

stabilization action under different load types when the time 

delay varies within the certain range.  

Nonlinear time domain simulations have been carried out 

for 25 sec to verify the performance of the designed controller 

in the presence of system nonlinearities and changes of the 

operating condition. First 0.1 p.u. step changes in the AVR 

inputs of the generators G2, G13, and G16 were applied as 

small disturbances. The dynamic response of the system mod- 

 

 
Fig. 9: random time delay of the control loop 

el following these changes for different amount of time delays 

is shown in Fig. 8. The displays in Fig. 8 demonstrate the in-

put signals to WADC. As aforementioned, the effects of inter-

area oscillations are manifested most obviously in these par-

ticular machine speed differences. It can be seen from Fig. 8 

that all inter-area oscillations last more than 25 sec when the 

WADC is not installed and they are damped out in 6-10 sec 

through WADC action in the face of different time delays. 

To test the performance of the controller in the presence of 

large disturbances a 3-phase short circuit faults are applied to 

transmission lines for four cycles. The fault is cleared by tak-

ing out the faulted line. It should be noted that the system op-

erating condition changes during post-fault period because of 

the outage of the faulted line. Most of the transmission lines 

are tested. Moreover, in this case varying time delay is applied 

randomly in a way that the total delay is )100(rand200 ms, 

as shown in Fig. 9. The designed controller achieves satisfac-

tory damping outcome for all these fault scenarios considering 

different time delays. The simulation results to a 3-phase fault 

applied to the lines 4-14, 49-52, 15-16, and 6-11 are depicted 

in Fig. 10. The displays in this figure show the controller’s 

input signals. It is observed that inter-area oscillations are 

poorly damped without the WADC. However, they do not last 

more than 10 sec through the action of the wide-area control-

ler. Moreover, it is observed that the performance of the con-

troller is nearly the same for different fault scenarios and time 

delays. This similarity is due to the robust performance of the 

WADC which has been deliberated in the proposed approach.   

VI. CONCLUSION  

A method for robust wide-area damping controller design 

based on  -synthesis approach was presented. The proposed 

method aimed at robust performance of the controller in the 

face of uncertainties. The both power system model and time 

delay uncertainties were accounted for in design procedure. A 

comprehensive case study was conducted on a 68-bus 16-

machine benchmark system. Applying SSV theorem it has 

been demonstrated that the designed controller attains robust 

performance. Moreover, the response of the closed loop sys-

tem was verified through small signal analysis and nonlinear 

time domain simulations. The results have confirmed that the 

designed controller can effectively damp multiple inter-area 

oscillations trigged by either small or large disturbances very 

well. Even though different constant and random time delays
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(a)  

 
(b)  

 
(c)  

 
(d)  

Fig. 10: dynamic response of the system to three-phase faults. (a)   Fault ap-

plied to line 4-14. (b) Fault applied to line 49-52. (c)  Fault applied to line 15-
16. (d) Fault applied to line 6-11.  

affect the control loop, it has preserved the sought stabilizing 

action. 
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Abstract—Expert systems were originally developed to solve ill-
defined problems and well-defined problems that are not 
efficiently solved with algorithmic approaches. This technology 
provides an innovative and robust techniques to capture and 
package knowledge. Its strength lies in its ability to be put to 
practical use when an expert is not available.  This technology has 
proven to be especially effective when the task is in a rapidly 
changing environment. On the other side, ontology is the 
foundation of describing a domain of interest and it consists in a 
collection of terms organized in a hierarchical structure that shape 
the reality. The main objective of using ontologies is to share 
knowledge between computers or computers and human. Most of 
the usages of ontologies in the field of artificial intelligence are 
related to knowledge based systems and intelligent systems. These 
types of ontologies include a small number of concepts and their 
main objective is to facilitate reasoning tasks. This paper presents 
the developing of web-based ontology for expert systems 
technology. The developed ontology was encoded in OWL-DL 
format using the Protégé-OWL editing environment. 

Keywords-Ontological Engineering, Expert Systems, Artificial 
Intelligence, Knowledge Engineering, Web Technology 

I.  INTRODUCTION  
Ontologies provide a common vocabulary of an area and 

define, with different levels of formality, the meaning of the 
terms and the relationships between them. During the last 
decade, increasing attention has been focused on ontologies 
[11, 22 ] .The main benefits of using ontological engineering 
approach are: (a) to share common understanding of the 
structure of information among people or software agents (b) 
to enable reuse of domain knowledge (c) to make domain 
assumptions explicit (d) to separate domain knowledge from 
operational knowledge (e) to analyze domain knowledge. At 
present, there are applications of ontologies with 
commercial, industrial, biology , medical,  education and 
research focuses [9,13,14 ]. 

On the other side, artificial intelligence (AI) technology 
includes the following sub-technologies (or applications): 
general problem-solving, expert systems, natural language 
processing, computer vision, robotics, education and games.  
The recent fruits of artificial life include the following AI 
technologies: ( a) Software Agents: may be able to act 
autonomously learning how to solve problems, (b) Software 
Code:  automatically  evolves  using  genetic algorithms,(c) 

Complex Computer Simulation: predict environmental, 
social and biological trends and (d) Biological Robots: 
programmed to mimic the reasoning of insects may learn to 
find their way. In this paper we focused our discussion on the 
expert systems technology.  

In this paper our goal is exploiting the ontological 
engineering approach to develop a web-based ontology for 
expert systems technology. Section 2 presents an overview 
of the general features of the expert systems .Section 3 
discusses the ontological engineering approach from the 
perspective of computer science .Section 4 introduces of the 
research issues for building ontologies. Section 5 presents 
the developed expert systems ontology. Finally section 6 
concludes the work. 

II.  EXPERT SYSTEMS 
 
 An expert system (ES) is an intelligent system 

incorporating a knowledge base and inference engine [20]. It 
is a highly specialized piece of software that attempts to 
duplicate the function of an expert in some field of expertise. 
The ES acts as an intelligent consultant or advisor in the 
domain of interest, capturing the heuristic knowledge of one 
or more experts. Non-experts can then tap the ES to answer 
questions, solve problems, and make decisions in that 
domain [3]. 

Expert systems will make knowledge more widely 
available and will help overcome the age-old problem of 
translating knowledge into practical, useful results. And 
perhaps best of all, it is a new more way that technology is 
helping us get a handle on the information glut. All AI 
software is knowledge based as it contains useful facts, data, 
and relationships that are applied to a problem. From the AI 
point of view, expert systems include the following topics; 
(a) Knowledge-representation techniques, (b) knowledge 
engineering tools and shells , (c) intelligent programming 
languages , (d) inference techniques , (e) reasoning 
methodologies ,  ( f) machine learning and (g) user interface 
technologies. 

A.  Knowledge representation for expert systems 
The first step in constructing AI software is to build a 

knowledge base. In order to act intelligently, a computer 
must have knowledge about the domain of interest. The 
knowledge of the domain must be collected and codified. It 
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must be organized, outlined, or otherwise arranged in a 
systematic order. This process of collecting and organizing 
the knowledge is called knowledge engineering. It is the 
most difficult and time-consuming stage of any AI software 
development process. Although a variety of knowledge 
representation schemes have been developed over the years, 
these representation schemes share two common 
characteristics. First, they can be programmed with computer 
languages and stored in memory. Second, they are designed 
so that the facts and other knowledge contained within them 
can be manipulated by an inference system, the other major 
part of an AI program. The inference system uses search and 
pattern matching techniques on the knowledge base to 
answer questions, draw conclusions, or otherwise perform an 
intelligent function. A brief overview of each of these 
schemes is presented in the following subsections. 
- Logic  

Logic is the oldest form of knowledge representation 
technique. For a computer to perform reasoning using logic, 
some method must be used to convert the deductive or 
inductive reasoning process into a form suitable for 
manipulation by a computer. The result is what is known as 
symbolic logic or mathematical logic. It is a system of rules 
and procedures that permit the drawing of inferences from 
various premises using a variety of logical techniques. These 
methods are generally known as computational logic. There 
are two basic forms of computational logic, propositional 
logic and predicate logic. Since propositional logic deals 
primarily with complete statements and whether they are true 
or false, its ability to represent real world knowledge is 
limited. Consequently, intelligent tutoring training 
technology uses predicate logic instead. Predicate logic gives 
added ability to represent knowledge in finer detail.  
- Lists and Trees 

Lists and trees are simple structures used for representing 
hierarchical knowledge. A list is a series of related items. 
Objects are divided into groups or classes of similar items. 
Their relationships are shown by linking them together. The 
simplest form is one list, but a hierarchy is created when two 
or more related lists are combined. On the other hand, a tree 
is a graphical structure of hierarchy, it is simply a way of 
illustrating lists and other hierarchical knowledge. 
- Semantic Networks 

Semantic networks are basically graphical depictions of 
knowledge that show hierarchical relationships between 
objects. A semantic network is made up of a number of 
nodes, which represent objects and descriptive information 
about those objects. Objects can be any physical items such 
as a book, car, desk, or even a person. Nodes can also be 
concepts, events, or actions. The nodes in a semantic 
network are also interconnected by link or arcs. The arcs 
show the relationships between the various objects and 
descriptive factors. Some of the most common arcs are of the 
is-a or has-a type. 
- Frames  

A frame is a relatively large block or chunk of 
knowledge about a particular object, event, location, 
situation, or other element. The frame describes that object in 
great detail. The detail is given in the form of slots which 

describe the various attributes and characteristics of the 
object or situation. Frames are normally used to represent 
stereotyped or knowledge based on well-known 
characteristics and experiences. With frames, it is easy to 
make inferences about new objects, events, or situations 
because they provide a base of knowledge drawn from 
previous experience. For example, the items of the 
components of any automobile or the animal kingdom can be 
represented in frames format. 
-  Scripts  

A script is a knowledge representation scheme similar to 
a frame, but instead of describing an object, the script 
describes a sequence of events. Like the frame, the script 
portrays a stereotyped situation. Unlike the frame, it is 
usually presented in a particular context. To describe a 
sequence of events, the script uses a series of slots containing 
information about the people, objects, and actions that are 
involved in the events. Some of the elements of a typical 
script include entry conditions, props, roles, tracks and senes. 

 

B. Expert systems types based on the reasoning methodology 
The field of reasoning is very important for the 

development of expert systems and all intelligent systems. 
The research area in this field covers a variety of topics, e.g.; 
automated reasoning, case-based reasoning, commonsense 
reasoning, fuzzy reasoning, geometric reasoning, non-
monotonic reasoning, model-based reasoning, probabilistic 
reasoning, causal reasoning, qualitative reasoning, spatial 
reasoning and temporal reasoning. This subsection is dealing 
with rule-based and case-based reasoning systems.                                                       

In rule-based expert system, the inference engine 
contains a set of formal logic relationships which may or 
may not resemble the way that real human expert reach 
conclusions. The knowledge base is structured in a if-then 
organization. The rules have to be defined in a limited 
number of formal ways. Typically they may be a set of some 
hundreds of if-then (or if A and B but not C then D) types of 
relationships that describe all the domain specific knowledge 
used by the human expert. The most difficult and time 
consuming part of the developing a rule-based expert system 
is the extraction of knowledge form the head of an 
acknowledged expert (or a group of experts) and then 
transforming it into a form acceptable to the expert system 
knowledge based structure. 

Case-based expert system (CES) uses the case-based 
reasoning (CBR) methodology as an efficient method for 
inference instead of the production rules in the traditional 
rule-based systems . CBR is an analogical reasoning method 
provides both a methodology for problem solving and a 
cognitive model of people. It is consistent with much that 
psychologist have observed in the natural problem solving 
that people do. Decision makers tend to be comfortable using 
CBR methodology in dynamically changing situations and 
other situations were much is unknown and when solutions 
are not clear. 

The methodology of CES can be summarized in the 
following two main processes: 
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• Case-search process: In this process the system 
will search its Case-Memory for an existing case that 
matches the input problem specification. If we are lucky (our 
luck increases as we add new cases to the system), we will 
find a case that exactly matches the input problem and goes 
directly to a solution. If we are not lucky, we will retrieve a 
case that is similar to our input situation but not entirely 
appropriate to provide a complete solution. 

• Case-adaptation process: In this process the 
system must find and modify small portions of the retrieved 
case that do not meet the input specification. The result of 
case adaptation process is (a) completed solution, and (b) 
generates a new case that can be automatically added to the 
system's case-memory for future use. 

 
The technology of CBR directly addresses the following 

problems found in rule-based technology.                                                                                                                           
• Knowledge acquisition: The unit of knowledge is 

the case, not the rule. It is easier to articulate, examine, and 
evaluate cases than rules. 

• Performance: A CBR system can remember its own 
performance, and can modify its behavior to avoid repeating 
prior mistakes. 

• Adaptive Solutions: By reasoning from analogy 
with past cases, a CBR system should be able to construct 
solutions to novel problems. 

• Maintaining: Maintaining CBR system is easier 
than rule-based system since adding new knowledge can be 
as simple as adding a new case.  

III. ONTOLOGICAL ENGINEERING FROM THE 
COMPUTER SCIENCE PERSPECTIVE 

According to Sowa [17], the components of ontology are: 
(a) concepts, terms; (b) relations between concepts, terms; 
(c) properties, attributes of the concepts; and (d) rules, 
axioms, predicates, constraints. The main objective of using 
ontologies is to share knowledge between computers or 
computers and human. Computers are capable to transmit 
and present the information stored in files with different 
formats, but they are not yet compatible to interpret them. To 
facilitate communication and intelligent processing of 
information, it is necessary that all actors of the digital space 
(computers and humans) have the same vocabulary.  

Most of the usages of ontologies in the field of artificial 
intelligence are related to knowledge based systems and 
intelligent systems. These types of ontologies include a small 
number of concepts and their main objective is to facilitate 
reasoning. For example, in a multi-agent systems, the 
knowledge representation is accomplished through a basic 
ontology, privates ontologies and a knowledge base. Private 
ontologies of the agents are derived from the basic ontology. 
The names of the concepts used in private ontologies of the 
agents are unknown, but their definitions use terms from the 
basic ontology.  

IV. ONTOLOGICAL ENGINEERING RESEARCH 
ISSUES FOR BUILDING ONTOLOGIES 

Ontological engineering refers to the set of activities that 
concern the ontology development process, the ontology life 
cycle, the methods and methodologies for building 
ontologies, and the tool suites and languages that support 
them[6,16]. 

A.  Methodologies 
Ontological engineering is still relatively immature 

discipline; each research group employs its own 
methodology. Ontology methodologies differ according to 
the strategy of identifying concepts. The well known three 
possible strategies for identifying concepts are: (a) bottom-
up from the most concrete to the most abstract; (b) top-down 
from the most abstract to the most concrete; and (c) middle-
out from the most relevant to the most abstract and most 
concrete. The last one is the most common strategy.  

 

B. Ontological Languages and Tools  
A great range of languages have been used for 

implementing ontologies during the last decade; e.g  LOOM, 
OCML, FLogic, CARIN, OKBC, Telos, Cycl [1,2,10] . 
These languages are in a stable phase of development, and 
their syntax consists of plain text where ontologies are 
specified (many of them have a Lisp-like syntax).Recently, 
Web-based ontology specification languages have been 
developed in the context of the World Wide Web .These 
languages have had great impact in the development of the 
Semantic Web ( e.g.  XOL, OML, OIL, and OWL. [1] ).The 
syntax  of these languages is based on XML, which has been 
widely adopted as a standard language for exchanging 
information on the web, except for SHOE, whose syntax is 
based on HTML.  

On the other side, ontological tools have emerged for 
creating, editing and managing ontologies written in the 
various languages. These tools usually provide a graphical 
user interface for building ontologies, which allows the 
ontologist to create ontologies without using directly a 
specific ontology specification language (e.g. WebODE, 
Ontolingua , Ontosaurus , and OntoEdit,OilEd  ). 

C. Ontology Interoperability 
The domain of ontologies is extremely vast. A lot of 

ontologies were developed, even different ontologies for the 
same domain. In order to assure the interoperability between 
software applications, it is necessary to guarantee the 
interoperability between their ontologies. In the literature, 
there are different technologies related to the ontologies’ 
interoperability, namely; ontology alignment, ontology 
mapping matching, ontology translation, ontology 
integration, ontology refinement and ontology unification 
[18,19]. 

D. Ontology Validation 
Validation is the process to determine whether a work 

product satisfies its requirements. Validation can be 
performed after the ontology has been developed, but it is 

Recent Advances in Electrical Engineering

ISBN: 978-1-61804-351-1 49



usually better to validate while the ontology is being built. 
There are a several techniques that can be used to validate 
ontology: (a) Verify the fulfillment of the purpose, (b) Check 
that all usage examples are expressible, (c) Create examples 
that are the consistent with the ontology, and determine 
whether they are meaningful, and (d) Check that the 
ontology is formally consistent. Quality of the ontology is 
validated based on the following criteria: (a) consistency; (b) 
completeness; (c) conciseness; (d) clarity; (e) generality; and 
(f) robustness. 

 

E. Ontology Evaluation 
From the ontological engineering prospective,  ontology 

evaluation is based on the following criteria: (a) 
completeness; (b) correctness; (c) decidability; (d) 
maintainability; (e) minimal redundancy; (f) rich 
axiomatization; and (g) efficiency. A more formal ontology 
evaluation method, proposed by Obrst et al.[12], includes: 
(a) development of an ontology and ontology tool 
competition; (b) principled certification of ontologies by a 
reviewing organization or community;  and (c) the 
development of an ontology maturity model. 

V. DEVELOPING A WEB-BASED “EXPERT 
SYSTEMS” ONTOLOGY 

Our methodology for developing the web-based “Expert 
Systems” ontology are summarized in the following steps: 

- Step 1 Organizing and scoping: Determining the 
objectives and defining the boundaries of the 
ontology. 

- Step 2 Data collection: the raw data needed for 
ontology development is acquired. In our study data 
was collected from AI and expert books [ 5, 8, 15].    

- Step 3 Data analysis: the ontology is extracted from 
the results of data collection.  This step includes the 
following tasks: (a) define the classes and class 
hierarchy, (b) define the properties of classes (slots) , 
(c) define the facets of the slots (e.g. domain and 
range of a slot, cardinality ,slot-value type ), and (d) 
create individual instances of classes.  

- Step 4 Development of initial ontology:a preliminary 
ontology is developed (i.e. classes, relations and 
properties). This process was done by using    OWL-
DL language using the Protégé-OWL editing 
environment. 

- Step 5 Ontology refinement: the initial development 
is iteratively refined.                Step 6 Ontology 
validation. 

Figure 1 shows the semantic net of expert systems 
(identifications of main object of interest and relationships 
between objects). Figure 2 shows the developed expert 
systems ontology encoded in OWL-DL format using Protégé 
OWL editing environment. In this ontology four main super-
classes namely (a) expert system tools; (b) knowledge base; 
(c) inference mechanism; and (d) user interface. Expert 
system tools have four subclasses: (a) programming 
languages (b) knowledge-engineering language; (c) system-
building aids; and (d) support-environment tools. 

 
 

 
          Figure 1.a the General Characteristics of Expert Systems 

 
 

 
Figure 1.b the developed Semantic Net of Expert Systems 
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              Figure 2. a Expert systems applications ontology 

 
Fig 2 ( b) Expert systems tools ontology 

 

 
Figure 2.c  Expert System architecture ontology 

 
Figure 2.d Expert System architecture ontology 

Figure 2 Expert Systems Ontology: encoded in OWL-DL 
format using Protégé OWL Editing Environment 
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VI. DISCUSSION  
Ontologies are now ubiquitous in many information-

systems enterprises. They constitute the backbone for the 
Semantic Web as well as they are used in all applications of 
e-activities technologies (e.g. e-Government, e-Learning, e-
Health, e-Business). Ontological engineering approach is an 
effective methodology to manage and represent knowledge. 
Ontologies were developed in intelligent learning systems to 
facilitate knowledge sharing, refine, search and reuse. These 
ontologies may be used as an assessment procedure. For 
example and from the educational point of view, candidates 
show their knowledge and understanding while creating 
ontologies .Knowledge entities that represent static 
knowledge of the domain are stored in the hierarchical order 
in the knowledge repository and can be reused by other 
candidates. At the same time those knowledge entities can be 
also reused in description of the properties or arguments of 
methods of another knowledge entity. Moreover, ontology 
approach enables to solve the complexity and the incertitude 
of the instructional systems. An intelligent learning system 
based on a multi-agent approach consists in a set of 
intelligent agents, which have to communicate. They 
collaborate through messages. Software agents can 
understand and interpret the messages due to a common 
ontology or the interoperability of the private ontologies. 

VII. CONCLUSION 
 Our contribution in this paper are summarized as follows:           
1. Building Sementic Net of the Expert Systems Technology: 
we built the semantic net of expert systems technology 
which defines the main objects of interest and relationships 
between objects. 
2. Determination the Main Components of the Semantic Net: 
we determine the classes and its hierarchy, the properties of 
classes (slots), the slot’s domain and range, and the 
individual instances of classes.                                                                                                                                                 
3. Developing the Web-based Ontology for Expert Systems 
Technology: To achieve this aim, we proposed a new 
methodology for building this ontology using the ontology 
web-based language (OWL) and the Protégé-OWL editing 
environment. 
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Abstract—This paper presents the development of an automatic 

wireless sensor monitoring system for civil engineering structures. 

The objective is to provide a solution to measure temperature, 

humidity and strain inside a concrete structure. The research has been 

focused in the early age and curing phase period. Two sensors have 

been used. The first sensor fiber optic Brillouin Strain and 

temperature, the second is the sensor fiber optic Bragg of 

Temperature and Humidity. The two sensors used with Zolertia mote 

MSP430F2617 microcontroller allowing for the creation of an IEEE 

802.15.4 network. 

 

Keywords— Structural Health Monitoring (SHM); Optic Fiber 

Sensor (OFS); Wireless Sensor Network (WSN).  

I. INTRODUCTION 

HM is a new concept of civil engineering, it is able to monitor 

the structure on real time and evaluate the performance under 

many loads and determine the damage of structure. The goal of 

the monitoring is understand the structure and prevent the damage 

and prepares to repair it before the catastrophe failure. Many systems 

based maintenance are implemented in many structure and many 

sensors used. [2] Explain the SHM for Yongjong Grand Bridge (a 

long span Bridge such as Yongjong Grand Bridge). It contains a 

technology called MBM (Monitoring Based Maintenance), the 

sensors installed on cables vibration of stiffening stress, inclination 

and vibration of pylon, seismic acceleration, main cable temperature 

and wind direction/velocity. [9] implements 800 sensors in the super-

tall, the 400 sensors vibrating strain gauges installed in different 

heights, the displacements and tilts sensors installed on the structure 

top under normal and typhoon conditions. [3] Use in the railway 

structure these sensors; the strain gages sensor, a distributed fiber 

optic strain sensor based on Rayleigh backscatter and embedded the 

long gage sensor in the concrete slabs, these sensors are used to 

measure the strain of structure. 
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SHM enables the measurement of structural safety and integrity 

and ensure integration with bridge maintenance and management to 

contribute to bridge management plan. The long term loads will 

suffer damage, the loads result the variation of structure. Therefore, 

regularly testing the bridge during construction and operation to 

ensure its safety.  

To evaluate the health of bridge structure and transmit the data 

with wired solution or optical cable, this method wills costs lots of 

manpower and material resources, and also cause measurement 

inefficiency, maintenance difficulty, and even causes unreliability of 

data transmission. The advancement in wireless technology has 

provided motives to the authors to develop the wireless network-

based bridge health monitoring system. 

Wireless Sensor Networks (WSNs) integrated with sensor 

technology, embedded computing technology, modern networking 

and wireless communications technologies, and distributed 

information processing technology can monitor, perceive and acquire 

various environmental or object information [7]. 

This paper presents a prototype of wireless sensor network system 

for a structure health monitoring. Sensor devices such as fiber optic 

Bragg of Humidity and Temperature and fiber optic Brillouin of 

Temperature and Strain and ZigBee modules are combined to 

implement the System Hardware. The Collect Tree Protocol (CTP) is 

tested to send the data to gateway. The collected data sent to database 

for SHM and the application software view the result [2]. 

This article opens with motivation and objectives carried out on 

objective to used the Wireless Sensor Network which shall be 

introduced in Section 2. Next section will present the system 

architecture. Then, in section 4 a sensor selection along with our 

installation. While Section 5 will include system hardware, Section 6 

presents the system software. Last section 7 concludes the paper. 

II. MOTIVATION AND OBJECTIVES 

 

The objective of this researcher is to develop a prototype 

of Wireless Sensor Networks for Remotely Monitoring Bridge. 

WSN is formed by tiny devices; the tiny device is the mote as 

composed by microcontroller, sensors, memory, power unit 

and a communication module. They are able to sense the value 

of sensors and communicate with the base station as a wireless 

links. These sensors are reading the physical parameters of the 

structure at a given location, detecting of events and the signal 

as processing from the structure to the application. The WSNs 

are useful in situation where the structure is required. The 

research work was focused on detecting the structure 

parameter based on temperature, strain and humidity of the 

Bridge. This is accomplished by using the 802.15.4 
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communication enabling a significant reduction of the 

installation time and costs. 

The WSN using by the civil engineering is able to 

accommodate the large number of sensor, depending of needs, 

the small cost, sharing the information using the network. For 

the context the remote agents can collect the information and 

storage in the database through base station Gateway. The 

gateway has an interface of ZigBee module and another 

interface module 3G that is connected to a PC. The Fig. 1. 

Resume the system architecture. 

Temperature is an important parameter, if the temperature 

decreases the hydration reaction slow down, if the temperature 

of concrete increase the hydration reaction accelerates. Result 

the differential of temperature within the concrete causing the 

lead to the fissuring. 

The life cycle of the concrete bridge and her development 

linked with rate of hydration. It is important to study the 

impact of the temperature increase caused by the occurrence of 

the hydration reaction. A structural health monitoring is an 

important field of application for WSNs. Since with traditional 

wired-based solutions present the many problems like 

installation and maintenance cost. A WSN was created to 

collect the data from a sensor which facilitates the monitoring. 

The properties of civil structure involve an important 

quantity of uncertainties in several parameters, this parameter 

like temperature, strain and humidity. In the ages of structure 

the temperature, strain and humidity can caused the most 

factors of deterioration of structure and can plays an important 

role to during of the concrete, and have a long-term 

consequence [1]. 

III. SYSTEM ARCHITECTURE 

The system is designed based on the wireless sensor 

network principles and we adopt the ZigBee communication 

inter-nodes. We have the central station like base station and 

many sensors in the Structure. The node data is transmitted in 

the 250 kbps radio channel. The Fig. 1. is shown the system 

design. The frequency to send packet from node to another is 

deferent when the frequency of the sensor fiber optic is 

deferent the frequency to send packet is deferent. 

A wireless communication between the mote and the 

Gateway; the data request is transmitted to the Gateway after 

the sensor is detected the measurement to the Bridge, the 

Gateway is connected to the server when to store the data in 

the database server via the module 3G. The Gateway transmits 

the data to the server. The data is sent after the moment of 

temp, this temp depends on the sensors and the variation of 

these parameters [7]. 

IV. SENSOR SELECTION 

In this section, we present the sensors are used in the 

structure. The Fiber Optic Sensor based on Stimulated 

Brillouin Scattering (SBS) for measuring the Temperature and 

Strain and the Fiber Bragg (FBG) for measuring the 

Temperature and Humidity. The installation model of sensor 

when the sensor is used for backscattering optic signal present 

on Fig. 2. 

A. Sensor Fiber Brillouin  

The physical parameters of optical fiber can be affected by 

temperature and strain. So the fiber sensors are able to detect 

the variation of temperature and strain over long distances. 

These parameters have becoming the essence of 

distributed fiber optic sensing. The Rayleigh, Raman, and 

Brillouin scattering represent the basic scattering mechanism 

of the distributed sensing techniques which commonly 

occurred inside the fiber. The distributed fiber sensing is a 

really attractive technique for structural health monitoring 

(SHM). While it provide information of strain and temperature 

about a section or the complete structure with durability, 

robustness and measurement reliability. The distributed optical 

fiber sensing systems give us the opportunity to determine 

physical parameters, when large structures are to be 

monitored, such as bridges, dams and tunnels so this 

mechanism is suitable. 

The Brillouin frequency shift has good linear relationship 

to the strain and temperature of the optical fiber, which can 

realize simultaneous temperature and strain measurement by 

using one optical fiber, with a lower accuracy [2] [5]. 

A pulse of laser is launched into the fiber, we amplify 

the input signal pulse in an optical fiber in a similar way as it 

undergoes in Erbium-Doped Fiber Amplifiers (EDFA). The 

directional coupler is backscattering the light to the same fiber 

to measure. The pulse propagates along the fiber to the 

receiver. 

The backscattering of light is resumed of the scattering 

of incident photon in the fiber by the acoustic photon of the 

medium, this mechanism generate the frequency shift when we 

are measured the temperature and strain. 

The backscattering signal refers to the Stokes frequency of the 

Stimulated Brillouin Scattering (SBS) and the occurrence of 
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Fig. 2 Optical Time Domain Reflectometer functional schematic. 
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the bathochromic shift (the Stokes component) 

s p fa
w w w= −  with respect to the pumping beam, where 

faw  denotes acoustic photon of the fiber. The fundamental 

difference from Brillouin and Raman scattering is the 

interaction of light photon with acoustic phonons in contrast to 

the Raman scattering where the interaction of light photons 

and molecular vibrations. The frequency of acoustic photon is 

lower than optical photon. The acoustic photon is determined 

by the following formula. 

4 s

fa

nv
w

π

λ
=  (1) 

sv  indicate the speed of sound in optical waveguide 

n  refraction index. 

As a result of interaction between the matter and light 

photons the energy exchange occurs via acoustic photons 

leading to the third-order polarization of in medium.  
(3) (3)

ijkl j k lp E E Eχ=                (2) 

2 2(cos sin )
*

s

F

E A
ε θ θ= −            (3) 

The variation is detected by sensor Fiber Brillouin is 
s

ε  

focused by F  is the force applied by concrete, A  is the 

surface of optical fiber, E  Young Module and θ  the 

direction of light in the fiber [7].  

The Brillouin Frequency Shift (BFS) of back scattering is 

linearly sensitive to strain and temperature. 

 It’s expressed by: 

( , )
B T

V T C T Cεε ε∆ = ∆ +             (4) 

B. Sensor Fiber Bragg  

The sensor fiber optic is built to change their index of 

refraction periodically. The fiber Bragg grating is a linear 

superposition of temperature (T) and Humidity (RH) effects. 

In the presence of variations in relative temperature, T∆ , and 

humidity, RH∆ , the relative Bragg wavelength shift /λ λ∆  

is therefore given by 

RH T
S RH S T

λ

λ

∆
= ∆ + ∆             (5) 

When the 
T

S and 
RH

S  are the sensor sensitivities to 

relative temperature and humidity, respectively. To relate the 

sensitivities to material properties, one many express 
RH

S  as 

the sum of a mechanical, a strain-optic, and, for 
T

S  only, a 

thermo-optic contribution [6]. 

1( ) %
RH cf e cf f

S P RHβ β β − = − −          (6) 

1( )
T cf e cf f

S P Kα α α ξ − = − − +           (7) 

Where 
i

β  is the hygroscopie longitudinal expansion 

coefficient, and 
i

α  is the thermal longitudinal expansion 

coefficient The subscript stands for bare fiber (i=f), coating 

(i=c), and coated fiber (i=cf).  

� 2

12 , , 11 12/ ( ) / 2e eff f r f zP n P P Pε ε = + +   is the effective 

photoelastic coefficient of the coated fiber, where effn  is the 

effective refractive index of the mode, ijP  are the coefficients 

of the strain-optic tensor, and ,f rε and ,f zε  are the radial and 

axial elastic fiber strains, respectively. ξ  is the thermo-optic 

coefficient of the fiber core [4] [8]. 

V. SYSTEM HARDWARE 

The node defined in Fig. 3. Correspond to a Pump laser, 

Sensor Fiber Optic, Coupler 2x2; Optical Conditioner, 

Interface Module and the wireless communication module are 

integrated in single unit. This unit transmits the signals with 

the digital format by wireless module and the development of 

unit combine the ADC coupling with ZigBee module. 

The output from the optical sensor in a form of the 

impulsion of optical signal. The sensory output need to be 

converted to the electric by Optical Conditioner. The electric 

signal converts to the digital signal by interface module. After 

reading the data from the sensor and deliver to the ZigBee 

module. This sends the data to other ZigBee module 

wirelessly. The unit is powered by the battery [2]. 

A. Zolertia Mote microcontroller 
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Fig. 3 Mote and Sensors. 

 

Fig. 4 Mote Zolertia. 
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The Z1 module Fig. 4. Developed by Zolertia, Z1 is a low 

power wireless module compliant with IEEE 802.15.4 and 

ZigBee protocols intended to help WSN developers to test 

and deploy their own applications and prototypes with the 

best tradeoff between time of development and hardware 

flexibility. Its core architecture is based upon the MSP430 and 

CC2420 family of microcontrollers and radio transceivers by 

Texas Instruments, which makes it compatible with motes 

based on this same architecture.  

It has many port like UART, SPI, I2C, Phidgets, ADCs and 

DACs which facilitate the communication with external 

sensors, It is used in ultralow power consumption mode consist 

of several devices featuring different sets of peripherals 

targeted for various applications and allows its use for the 

high-frequency sampling required for dynamic structural 

monitoring. The architecture, combined with five low power 

modes is optimized to achieve extended battery life in portable 

measurement applications. It has the 16 MB Flash Memory, 

8KB RAM [5] [7] [10]. 

B. Transceivers CC2430 

The CC2420 is a true-chip 2.4 GHz IEEE 802.15.4 

compliant RF transceiver designed for low-power and low-

voltage wireless applications. CC2420 includes a digital direct 

sequence spread spectrum baseband modem providing a 

spreading gain of 9 dB and an effective data rate of 250 kbps. 

The CC2420 is a low-cost, highly integrated solution for 

robust wireless communication in the 2.4 GHz unlicensed ISM 

band [5] [7] [10]. 

C. Installation 

The Mote is able to connect an Optical Conditioner with 

Universal Asynchronous Receiver Transmission (UART) [2] 

[5] [10]. 

The UART connection is embedded in the MSP430F2617. 

The resolution used in UART is 13-bit. The format of UART 

is a start bit, seven or eight bits of data, a parity bit, an address 

bit, and one or two stop bits. The baud rate of UART can 

detected automatically. The processor sends the value when it 

receives to the base station via radio [2]. 

VI. SYSTEM SOFTWARE 

The system software includes the two parts, the embedded 

software of MSP430F2617 and the one of the Upper Machine. 

A. Software of MSP430F2617 

The main program flow of the proposed system is shown in 

Fig. 5. The MSP430F2617 will be initialized first, include the 

initialization time and when the time is expired the mote detect 

the signal from the optical conditioner, if the signal is defer 

then value registered by the mote can send a packet to the 

gateway. 

If the signal is not defer then recent value the Mote can 

initialize the timer for new instance [10].  

 

B. Development of sensor data management software 

We can use the sensor Middleware to manage the sensor 

and reconfigured mote, the time of signal sends it is modified 

from user wirelessly [10]. 

C. Flow Alarm circuit of Damage Detection 

If the value of sensor measurement is equal or higher than 

the value of threshold memories in the mote the alarm is 

lunched [10]. 

D. Wireless communication protocol 

In wireless sensor networks we can use the CTP protocol to 

achieve the destination of packet. We based on the Residual 

Energy and the Link Quality Indicator. The Link Quality 

Indicator and Energy Residual of the nodes can increase the 

performance of network. The link quality increases when the 

hop count decreases thus the node with high value of link 

quality will be chosen as the forwarding candidate. The 

threshold for the link quality can change the throughout, the 

lifetime of the network it makes more alive by selecting the 

longer routes with more energy. The optimal path will be 

chosen when the route has more Residual Energy or through 

Link Quality Indicator.  

VII. CONCLUSION 

This article developed a prototype of wireless sensor 

bridge health monitoring system. The wireless communication, 
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the sensor and the node are used to make the system 

integration. Digital-Analogic and the electric to optical 

converters between module ZigBee and the optical sensors, the 

optical electric and the Analogic-Digital converters between 

sensors and module ZigBee. 

This system able to detect any variation in the Bridge 

depends on the sensor parameters. 

In addition, a protocol CTP can transmit the data between 

the sensors and Gateway. The sensors were installed on the 

Bridge.  
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Abstract—this paper describes a simple heuristic approach for 

solving Multiclass problems with Support Vector Machine (SVM).  
In this approach we start with the construction of binary tree, using 
One-Versus-All strategy and two criteria’s of natural classification; 
Separation and Homogeneity. Then an optimization of the binary tree 
by Variable Neighborhood Search method is applied with the aim to 
explore the search space and to avoid the problem of local minima, 
the search process of optimal tree is guided by the One-Versus-All 
strategy. On the other hand, the proposed paradigm decomposes the 
multiclass problem to several bi-classes sub-problems, in order to 
facilitate the resolution of real and complex problems. Our aim is this 
paper, is to improve the temporal complexity of multiclass SVM by 
reducing the Support Vectors number and decrease the recognition 
time. This combination leads to much faster convergence comparing 
with state of the art methods, both in terms of running time in 
training and test phases and of classification accuracy. In this context, 
we have evaluated our approach on three corpus; ISOLET, 
PENDIGITS and MNIST. Encouraging results have been achieved. 
 

Keywords—SVM Multiclass, One-Versus-All, Variable 
Neighborhood Search, Classification, Binary Tree.  

I. INTRODUCTION 
upport Vector Machines (SVM) introduced in [5, 7, 9] are 
arguably the single most important development in 
supervised classification in the recent years. Support 

Vector Machines have been successfully used for the solution 
of a large class of machine learning tasks such as 
categorization, prediction, novelty detection, ranking and 
clustering [3, 4]. The success of SVM on a number of high 
dimensional tasks has prompted a renewed interest in kernel 
methods.  

While SVM are a very robust and powerful technique for 
supervised classification, the large size and slow query time of 
a trained SVM is the main hindrance to their practical 
application especially for Multiclass problems. Knowing that, 
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originally SVM are binary classifiers and its extension to 
multiclass problems is not straightforward. The challenge is 
how effectively SVM extends for solving multiclass 
classification problem of many real-world applications such 
as: recognition of handwritten digits, automatic speech 
recognition, bioinformatics …etc. Several multiclass methods 
have been proposed which successfully help to alleviate this 
problem. The most popular and widely used methods for 
applying SVM to multiclass problems usually decompose the 
original problem into several binary class problems, as the 
One-Versus-One and One-Versus-All strategies [8, 12].  

In this context, a framework is proposed for applying SVM 
to multiclass problems. Precisely, we propose a heuristic based 
on two ideas: construct the binary tree using One-Versus-All 
strategy then find the optimal tree by an optimization 
algorithm called; Variable Neighborhood Search (VNS). More 
details are given in the next sections.  

Both recognition of handwritten digits and automatic speech 
recognition have been the focus of machine learning 
techniques. The large variability and richness of voice data 
represent a fertile field to evaluate the performance of 
recognition systems. In this paper, the task of letters 
classification and handwritten digits are used to evaluate our 
work. 

The remainder of the paper is organized as follows. First, 
we describe Support Vector Machines (SVM), their 
formulation and the most popular multiclass SVM. In the next 
section, we introduce our framework for multiclass SVM: 
binary tree and VNS algorithm. Implementation details are 
also given followed by experiments on diverse datasets. We 
conclude in the last section our paper with some interesting 
remarks and conclusions. 

II. SUPPORT VECTOR MACHINES 
The main idea of binary SVM is to implicitly map data to a 

higher dimensional space via a kernel function and then solve 
an optimization problem to identify the maximum-margin 
hyper-plane that separates training instances [8]. The separator 
is based on a set of boundary training instances (training 
examples). Kernels can be interpreted as dissimilarity 
measures of pairs of objects in the training set X . In standard 
SVM formulations, the optimal hypothesis sought is of the 
form (1). 

OVA Heuristic Approach Based on Variable 
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∑=Φ ),()( ii xxkαξ                  (1) 

 
Where iα  are the components of the unique solution of a 

linearly constrained quadratic programming problem, whose 
size is equal to the number of training patterns. The solution 
vector obtained is generally sparse and the non-zero iα ’s are 
called support vectors (SV’s). Clearly, the number of SV’s 
determines the query time which is the time it takes to predict 
novel observations and subsequently, is critical for some real 
time applications such as speech recognition tasks. It is worth 
noting that in contrast to connectionist methods such as neural 
networks, the examples need not have a Euclidean or fixed-
length representation when used in kernel methods. 

The training process is implicitly performed in a 
Reproducing Kernel Hilbert Space in which y)k(x,  is the 
inner product of the images of two examples x, y. Moreover, 
the optimal hypothesis can be expressed in terms of the kernel 
that can be defined for non-Euclidean data such biological 
sequences, speech utterances etc. Popular positive kernels 
include the Polynomial (2) and the Gaussian (3), kernels: 
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A. SVM Formulation 

Given training vectors mix n
i ,...,1, =ℜ∈ , in two 

classes, and a vector my ℜ∈   such that { }1,1 −∈iy , 
Support Vector Classifiers [7, 8, 9] solve  the following 
linearly constrained convex quadratic programming problem: 
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The optimal hypothesis is: 
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Where the bias term b  can be computed separately. Clearly, 

the hypothesis f depends only on the non-null coefficients 

iα which correspond to the Support Vectors (SVs). The 
quadratic programming (QP) objective function involves the 
problem Gram matrix k whose entries are the similarities 

),( ji xxk  between the patterns ix and jx . It is important to 

note, on one hand, that the pattern input dimension d , in the 
above formulation, is implicit and does not affect to some 
extent the complexity of training, provided that the Gram 
matrix k  can be efficiently computed for the learning task at 
hand. On the other hand, the patterns representation is not 
needed and only pairwise similarities between objects must be 
specified. 

This feature makes SVM very attractive for high input 
dimensional recognition problems and for the ones where 
patterns can't be represented as fixed dimensional real vectors 
such as text, strings etc. For large scale corpora however, the 
quadratic programming problem becomes quickly 
computationally expensive, in terms of storage and CPU time. 
It is well known that general-purpose QP solvers scale with the 
cube of the problem dimension which is, in our case, the 
number of training patterns m. Specialized algorithms, 
typically based on gradient descent methods, achieve 
impressive gains in efficiency, but still become impractically 
slow for problems whose size exceeds 100,000 examples. 
Several attempts have been made to overcome this 
shortcoming by using heuristically based decomposition 
techniques such as Sequential minimal optimization SMO [4] 
implemented in LibSVM package [20]. 

.  

B. Multiclass SVM 
Many real applications consist of multiclass classification 

problems. Unfortunately, Support Vector Machine is 
intrinsically bi-class and its efficient extension to multiclass 
problems is still an ongoing research issue [12, 13, 14]. 
Several frameworks have been introduced to extend SVM to 
multiclass contexts and a detailed account of the literature is 
out of the scope of this paper. The most common way to build 
a multiclass SVM is to combine several sub-problems that 
involve only binary classification. This idea is used by various 
approaches as One-Versus-All (OVA), One-Versus-One 
(OVO) [8, 12] and Directed Acyclic Graph (DAGSVM) [13]. 

In OVA strategy, K  binary classifiers are constructed, 
where K  is the number of classes. The classifier is trained by 
labeling all the examples in the class as positive and the 
remainder as negative. The final hypothesis is given by the 
formula: 

 
( ))(maxarg)( ,.....,1 xfxf ikiova ==                 (6) 

 
In the second strategy, OVO proceeds by training 
( ) 2/1−KK   binary classifiers corresponding to all the pairs 

of classes. The hypothesis consists of choosing either the class 
with most votes (voting). In Directed Acyclic Graph 
(DAGSVM), each node of graph represents a binary classifier 
(DAGSVM). 

The multiclass approaches; OVO and DAGSVM, are 
cheaper to train in terms of memory and computer speed than 
OVA. The Authors in [13] investigated the performance of 
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several SVM multi-class paradigms and found that the One-
Versus-One achieved slightly better results on some small to 
medium size benchmark data sets.  Furthermore, other 
interesting implementations of multi-class SVM have been 
developed recently, such as, the two architectures proposed in 
[14, 15], in the first Cha and Tappert build the decision tree by 
genetic algorithms where they considered each tree as 
chromosome, while in the second architecture Madzarov and 
All propose a clustering method to construct the binary tree. 
Another approach in this direction has been presented by Lei 
and Venu in [1], they use a recursive method to build the 
binary tree. 

In term of complexity, OVA approach needs to create K  
binary classifiers; the training time is estimated empirically by 
a power law [2] stating that 2MT α≈ where M is the number 
of training samples and α is proportionality constant. 
According to this law, the estimated training time for OVA is: 

 
2_ MkTimeTrain OVA α≈              (7) 

 
Without loss of generality, let's suppose that each of the K  

classes has the same number of training samples. Therefore, 
each binary SVM-OVO approach requires kM /2 samples. 
Hence, the training time for OVO (and also for DAG) is: 

 

2
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In the testing phase, OVA strategy requires K  binary SVM 

evaluations and OVO strategy ( ) 2/1−KK  binary SVM 
evaluations, while DAGSVM performs faster than OVO and 
OVA, since it requires only 1−K  binary SVM evaluations. 
The approaches proposed in [1, 14 and 15] are even faster than 
DAGSVM because the depth of the binary tree is  )(log2 k . 
In addition, the total number of support vectors (SVs)in all 
models will be smaller than the total number of SVs in the 
others (OVA, OVO and DAGSVM). Therefore it allows quick 
convergence in test phase. Recently, approaches based on 
optimization and estimation of several SVM parameters, are 
presented in [17, 18 and 19]. 

The advantage of the approaches presented in [1, 14, 15] 
and the approach proposed in this paper lie mainly in the test 
phase, because it uses only the models necessary for 
recognition, which make the testing phase faster. However a 
problem of local optima appears when searching the optimal 
binary tree [1, 14 and 15]. To avoid this problem, we propose 
in this paper to find the optimal binary tree, using the 
similarity partitioning algorithms; and an optimization based 
on Variable Neighborhood Search (VNS) method. The detail 
of One-Versus-All Tree multiclass proposed in this paper is 
discussed in the next section.  

III. APPROACH MULTICLASS BASED ON BINARY TREE 
Our approach uses multiple binary SVMs in a binary 

decision tree structure [10]. For each node of the binary tree, a 
binary SVM is associated. All samples in the node are 
assigned to the two sub-nodes derived from the current node. 
This step is repeated at every node until each node contains 
only samples from one class, e.g until reaching leaves of the 
tree. In this context, many works have been proposed [1, 14 
and 15], but the main problem that should be considered 
seriously here is how to construct the optimal tree? In other 
words, how we can do a correct partitioning of the training 
samples in two groups, in each node of the tree? In this paper, 
we introduce a new multiclass approach called VNS-Tree 
Multiclass for Variable Neighborhood Search Tree for solving 
multiclass problems with Support Vector Machines. The main 
idea is to construct an optimal binary tree by VNS method. 
Our contribution is divided in two steps: construction of the 
binary tree and, implementation of the tree result.  

A. Construction of Binary Tree 
Binary tree constructing is based on two ideas: the principle 

of One-Versus-All approach and, tree optimization by 
Variable Neighborhood Search algorithm. The aim is to 
construct a binary tree where each node represents a partition 
of two classes (one class against rest), while the leaves 
represent the classes' labels'. For each node (we begin from the 
root) we exploit the main idea of the OVA approach for 
calculate the best hyper-plane separating one class against the 
rest, while using two similarity criteria; i.e. for each node the 
best partition of two subsets of classes, where one subset 
contain just one class.  

Furthermore, for a fixed number of classes, the optimal 
partition is not necessarily unique. To avoid this problem, 
Variable Neighborhood Search optimization algorithm is used. 
The construction process is composed on two phases: the first 
consist to create a binary tree and then, an optimization of the 
binary tree is applied in the second phase. 

In the first phase, we analyze several criteria specific to each 
family by systematically applying the same optimization 
strategy: a number of classes are fixed and, at each step, we 
construct a binary partition in each node of binary tree. At 
each level of the tree, we try to build a partition of fixed 
number of classes (equal to 2) that optimizes a certain 
criterion.  In this work, we begin with a partition which has 
one group containing all classes. So we start with root (up) of 
tree, and we looks for the class of larger diameter (farthest 
compared to the other). We use the same procedure until no 
partitioning is possible.  

There are three families of natural classification criteria; 
separation, homogeneity and dispersion. In this paper, we used 
only separation and homogeneity criteria. 

In the first one, we seek to maximize the differences 
between classes, which are functions of distances between 
classes, i.e. the smallest distances inter-classes and greater 
distances possible intra-class (in our case: two classes in each 
partition). This top-down approach consists to separate the 
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class which is the most distant for the remaining classes. We 
calculate a distance between all pairs ),( ji xx classes 

prototypes and we deduce the class most distant from the 
remainder. 

We obtain the first partition (root of the tree) which contains 
all classes. This process is repeated only for the remainder; 
until there is only one class per group (no partitioning is 
possible). It is well known that for this type of optimization 
problem, the optimal partition is not necessarily unique, 
particularly if there are values of equal distance, there may be 
several optimal trees and different partitions with the same 
optimal value.  Finally, we calculate the total inertia of each 
tree (this is practically possible for a value not big of k) 
defined by: 

 

( )∑
=

=
L

i
iInertiaf

1
rtiaOveralline                     (9) 

 
Where; L is the length of the tree. Then the global optimum 

is: 
 

{ }Tif ...1,argmax = _tree Optimum rtiaOveralline =  (10) 
 

Where T is the number of all possible trees. 
In Homogeneity, the classes are as concise as possible; it is 

desired to minimize the diameter, that is, the maximum intra-
distances classes. In this case, we generate partitions by an 
ascendant clustering technique. We are constructing binary 
partitions, which one of the two classes containing only one 
element, by grouping the closest classes. This bottom-up 
approach is similar to a hierarchical classification method. 

Initially, we compute a similarity matrix of all 
pair’s ),( ji xx prototypes of classes and then select the 

smallest similarity, which gives us the partition of the last level 
of the tree (the smallest partition): 

 
{ }ji , =partition xx                      (11) 

 
Where ),( ji xx  have minimal distance: 

 

{ }Kjixxdxxd jiji ..1,;),(min = ),( =    (12) 

 
This process is repeated, updating the gravity centers at 

each level, till the root of the tree. To prevent the problem of 
local minima, we calculate the total inertia defined by the 
formula (12) of each tree.  

Finally in Dispersion, we minimize a function of inertia, the 
sum of squared deviations in a center, whether real or virtual. 

The OVA Tree Multiclass method that we propose is based 
on recursively partitioning the classes in two disjoint groups 

(one contains one class only) in every node of the binary tree, 
and training a SVM that will decide in which of the groups the 
incoming unknown sample should be assigned. In the general 
case, the number of partitions into two parts (groups) of a set 
of k elements is given by the following formula [6]: 
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For any partition problem, two cases can be considered: if 

the number k  is small ( 6<k ), we calculate all possible 
partitions and then deduce the optimal partition, else we 
determine the optimal partition by optimization methods, 
because it is impossible to cover all possible partitions. To 
avoid the problem of local minima and to obtain the optimal 
binary tree, a VNS optimization algorithm is used. 

In this paper, we start by a set X  of training samples 
labeled by { }ki cccy ,...,, 21∈ , each OVA Tree Multiclass is 
summarized in two phases:  Calculate k gravity centers and 
then, find the right partition of k  gravity centers into two 
groups, by using separation and homogeneity criteria. For that, 
a function of overall inertia is calculated for each binary tree 
by summing inertias of various partitions of the tree. 

B. Optimization of Binary Tree 
Metaheuristics are general framework to build heuristics for 

combinatorial and global optimization problems; our problem 
(binary tree optimization) is included in this context. Variable 
Neighborhood Search (VNS) [11], is a recent Metaheuristic 
which exploits systematically the idea of neighborhood 
change, both in the descent to local minima and in the escape 
from the valleys which contain them. It exploits the following 
notions: 

• Systematic change of neighborhood in search. 
• A local optimum with respect to one neighborhood 

structure is not necessarily so for another. 
• A global optimum is local with respect to all 

possible neighborhood structures. 
 

1) Variable Neighborhood Search algorithm 
Initialization: Select a set of neighborhood structures 

kN with max,..,1 Nk = , find an initial solution x , set 1=k , 
and choose a stopping condition. 

• Step 1: Generate randomly ( )xx N k∈'  

• Step 2: Apply a local search method starting with 'x  
to find local optimum "x . 

• Step 3: If "x  is better than the current solution, then 
set "xx = and 1=k , otherwise set 1+= kk ; 
go back to step 1. 
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2) Optimization of Binary Tree with VNS 
In this paper, we are interested to Variable Neighborhood 

Search (VNS) algorithm for optimize the binary tree, for its 
simplicity and efficiency. The application of VNS is resumed 
as follows: 

• Initially, we defined a set of neighborhoods of the 
tree ( )kT , Ν∈k .In our case, k  is the set of 

labels and therefore the set ( )kT is all subspaces 
referenced by all binary partitions one-versus-all, 
of all classes. That strategy allows exploring the 
different regions of feasible solutions space. 

• Generate an initial solution (binary tree where each 
node is one-versus-all classes). 

• For each subspace of solution (binary trees) or 
neighborhood, we apply a local search to find a 
local optimum. 

• Iterates until a global optimum is reached; tree with 
greater total inertia. 

 

C. Complexity of VNS-Tree Multiclass 
The aim of this work is to improve the complexity of the 

SVM multiclass approach based on binary tree and to solve the 
problem of local minima. For that latter, a VNS algorithm is 
used. The complexity of VNS-Tree multiclass approach is 
clearly better compared to other approaches. 

In the training phase, our approach One-Versus-All Tree 
multiclass has ( )1−K  binary classifiers ( K  is the number of 
classes). The random structure of the optimal tree complicates 
the calculation of the training time. However, an 
approximation can be given. Assume that each of the K  
classes has the same number of training samples. The training 
time is summed over all ( )1−K  nodes in the different levels 

of tree. In the ith
level, there are one node and each node uses, 

( )1−





− i

K
MM training samples. Hence, the total training 

time is: 
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2_ MTimeTrain VNSTree α≈               (15) 

 
It must be noted that the training time of our approach does 

not include the time to build the hierarchy structure (binary 
tree) of the k classes. Furthermore, in test or recognition step, 
our work is faster than state of the art, for several reasons: the 
simplicity of the binary architecture, the reduced number of 
Support Vectors, small number of models recognition 
(classifiers) and the strategy used in recognition. 

D.  Implementation of VNS-Tree Approach 
To implement the optimal tree obtained in construction step, 

we take advantage of both the efficient computation of the tree 
architecture and the high classification accuracy of SVM 
utilizing this architecture. k-1 binary SVM classifiers have 
been trained for a problem of k class, where each node is 
represented by a SVM classifier, i.e. we construct k-1 models 
of binary classifiers.  

We start from the root node of the tree, using the samples of 
the binary partition (one versus all), so we first group as 
positive examples and the samples of the second group as 
negative examples. The classes from the first group will be 
assigned to the left sub-tree, while the classes of the second 
group will be assigned to the right sub-tree. This recursive 
process (dividing each of the groups into two subgroups 
applying the procedure explained above) is repeated, until 
there is only one class per group, which defines the leaves of 
the decision tree. Finally, we obtain k-1 SVM models, which 
are used for the recognition of new examples. 

The recognition of each test example starts at the root of the 
tree. At each node of the binary tree, a decision is made about 
the assignment of the input pattern into one of the two possible 
groups (descent of the current node), i.e. we affect the query 
pattern to the left or to the right sub-tree. Each of these groups 
may contain multiple classes. This is repeated recursively 
downward the tree until the pattern arrive a leaf node that 
represents the class it has been assigned to. 

IV. EXPERIMENTS AND RESULTS 
In this paper, we performed our experiments on three 

corpuses: ISOLET corpus [21] consisting of 5999 examples 
for training and 1559 examples for test labelled by 26 letters 
(classes): {A, B, C, D, E, F, G, H, I, J, K, L, M, N, O, P, Q, R, 
S, T, U, V, W, X, Y, Z}. PENDIGITS corpus [22] consists of  
7494 examples for training and 3590 for test labelled by {0, 1, 
2, 3, 4, 5, 6, 7, 8, 9} classes. MNIST corpus [23] consists of 
60,000 and 10,000 examples for training and test sets 
respectively of 10 digits classes: {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}. 
For the three datasets used in this work, any pre-processing has 
been required. 

In all the experiments reported below, we performed cross 
validation for tuning SVM hyper parameters. The GNU SVM 
light [24] implementation is used for our OVA Tree Multiclass 
Machine used in this paper, and LibSVM for SVC [25], 
software to compare our results. The following tables: Table 1, 
Table 2 and Table 3, summarize the best results obtained in 
the experimentation phase. In this paper, supervised 
classification task concerns two problems: letters classification 
problem with ISOLET corpus and handwritten digits problem 
with two datasets; PENDIGITS and MNIST.  

The hyper-parameters of binary SVM used in our work are:  
T; kernel type; takes the flowing values, linear (0), Polynomial 
(1), Gaussian (2), C; regularization parameter of SVM, g;  
Gaussian kernel parameter. The C and g were calculated by 
cross validation. Time (s) is time of prediction or test, 
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Error(\%) is the error rate of prediction. The three datasets are 
experimented for the different classifiers: OVA (One Versus 
All), OVO (One Versus One), VNS-Tree-Hom (VNS-Tree 
with Homogeneity) and VNS-Tree-Sep (VNS-Tree with 
separation). 

 

Table 1: ISOLET Results. 

Table 2:  MNIST results. 

Table 3. PENDIGITS Results 

 

V. ANALYSIS OF RESULTS 
In this study, we find to improve the complexity of SVM 

machine, in particularity for the big datasets and the problems 
who’s the number of labels is important. It is clear that the 
proposal approach improve clearly the recognition time as 
shown figure (figure. 2). In terms of error rates, the results are 
similar to those of the OVO and OVA approaches as shown 
figure (Fig. 1). We have not won big thing in this sense. It is 
very logical because we have based on the binary classifier as 
OVA. 

This research may be considered as a contribution to 
improve the temporal complexity, as shown figure (figure. 2), 
with MNIST datasets (of 70000 examples for training and test 
sets). We believe that the results obtained by this study is 
encouraging step to improve the performance of our approach 
by an optimization of the hyper parameters of binary SVM and 
the uses of big data. 

 
 

 

VI. CONCLUSION 
We introduced and implemented an efficient framework for 

multiclass SVM using separation and homogeneity criteria 
combined with an optimization algorithm; Variable 
Neighborhood Search (VNS). The binary tree of support 
vector machine multiclass paradigm was shown through 
extensive experiments to achieve state of the art results in 
terms of accuracy. The ultimate objective of this study was 
improving the complexity and the performance of multiclass 
SVM machine, using a VNS method and the binary tree 
architecture.  

The experiments carried in this paper for investigating our 
binary architecture named VNS-Tree Multiclass indicate that 
the results are comparable to those of other multiclass 
approaches, particularly in [16] where the same corpuses was 
used. In this work, we have tried to improve the complexity of 
multiclass SVM. Furthermore, our approach is faster, due to its 
logarithmic complexity, and the reduced number of support 
vectors (SV). Our aim was to improve the complexity of SVM 
multi class, in terms of test time. The structure of our approach 
oriented binary tree, allow in one hand to reduce the number of 
SV and, on the other hand, it used the necessary models for 
classification. 

Classifier T C D Error 
(%) 

Time 
(s) 

OVA 0 10 / 01,67 532 
OVO 1 100 2 01,68 489 
VNS-Tree-Hom 1 0 2 02,11 360 
VNS-Tree-Hom 1 1000 2 01,98 320 
VNS-Tree-Sep 1 100 2 02,13 310 
VNS-Tree-Sep 1 10 2 02,20 280 

Classifier T C D Error 
(%) 

Time 
(s) 

OVA 1 10 3 03,28 15 
OVO 1 100 4 03,27 17 
VNS-Tree-Hom 1 100 3 03,66 14 
VNS-Tree-Hom 1 100 4 03,73 13 
VNS-Tree-Sep 1 100 3 04,30 12 
VNS-Tree-Sep 1 100 4 04,11 14 

Classifier T C g Error 
(%) 

Time 
(s) 

OVA 0 15 / 01,20 42 
OVO 2 10 0,00008 01,28 48 
VNS-Tree-Hom 2 100 0,0001 01,52 40 
VNS-Tree-Hom 2 100 0,00008 01,78 40 
VNS-Tree-Sep 2 100 0,00015 01,69 40 
VNS-Tree-Sep 2 100 0,0001 01,52 30 

 

 
Fig. 1 Variation of error rate for different approaches 

 
 
 
 
 
 
 
 
 

 

 
Fig. 2 Variation of recognition time for different approaches 
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Nevertheless, there are various challenges for the 
improvement of SVM i.e. the optimization of SVM hyper 
parameters which can improve considerably this type of 
contribution. We believe also that, in order to improve the 
pattern recognition technology, more research efforts must 
take advantage of the solid mathematical basis, and the power 
of binary SVM should be invested in developing general 
purpose efficient machine learning paradigms capable of 
handling large scale multi-class problems. 
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Abstract-How to select and reconstruct the different subband 
coefficients is a key issue in image fusion based on wavelet 
transform. In this paper, a novel algorithm is proposed for the 
selection and reconstruction of the coefficients in wavelet 
domain. For choosing the low frequency subband coefficients, 
a scheme based on the regional standard deviation and mean of 
the high frequency sub-images, which can combine with low 
frequence and high frequence subband coefficients, is provided. 
To reconstruct the high-frequency sub-band coefficient, a 
novel method based on the structure tensor anlysis is employed. 
In the method, the high frequency subband coefficients in 
horizontal and vertical orientation are reconstructed by using 
eigenvalue analysis of the weighted structure tensor. The 
method can obtain more detailed information and enhance 
contrast. Experimental results show that the proposed 
algorithm can get a better fusion results in terms of both visual 
effects and quantitative indicators, compared to traditional 
wavelet based algorithm. 
 

Keywords-image fusion, multi-focus images, wavelet 
transform, structure tensor matrix, local standard deviation 
 

I. INTRODUCTION 

Image fusion technology is playing a crucial role in 
many fields such as automatic scale recognition, remote 
sensing, multimodal medical imaging, surveillance, machine 
vision, and so on. The goal of image fusion is to integrate 
multiple images of the same scene into a composite image 
so that the new image is more suitable for visualization, 
detection or recognition tasks.  

In the study, we aim at the multi-focus image 
fusion algorithm based on wavelet transform. These 
years, the wavelet transform has become a useful tool in 
multi-resolution image fusion [1, 2, 7]. Those existing 
image fusion algorithms based on wavelet transform use 
Mallat algorithm [3] in combination with certain selection 
rules to perform image decomposition and image 
information fusion.    

The key issue in wavelet-based image fusion is how to 
appropriately merge the sub-band coefficients. The 

traditional wavelet-based image fusion algorithms adopt the 
maximal selection rule and weighted average to reconstruct 
the wavelet coefficients. Generally, the maximal of absolute 
values is employed as a criterion to choose the high-
frequency coefficients, while the low-frequency coefficients 
are computed by using the method of weighted average [4, 
5], the fused results then are obtained by using wavelet 
reconstruction algorithm. The main drawback of such a 
method is that it will lead to the Gibbs phenomenon. 
Hereafter, a series improved methods have been developed. 
In order to overcome the limitation of only considering the 
grayscale values of a single pixel, an area-based maximum 
selection rule has been provided in [7]. In addition to this, 
the local energy [9], and the local gradient selection [8, 9] 
have also been provided to improve the fusion performance.  

In this paper, a now wavelet-based image fusion method 
is developed which does not adopt simple selection criterion, 
but uses structure tensor analysis method to reconstruct the 
horizontal and vertical sub-band coefficients, uses the 
regional standard deviation and mean of the high frequency 
subband to choose the low frequency subband coefficients, 
The diagonal high frequency sub-band coefficients are 
obtained via the regional standard deviation choosing. 
While the high-frequency sub-band coefficients in both 
horizontal and vertical orientation are computed by  using 
structure tensor analysis method. Finally the fused image is 
reconstructed by inverse wavelet transform. 

The rest of the paper is organized as follows. Section II 
gives a brief review of image fusion algorithm based on 
wavelet transform. Section III presents the fusion rules of 
wavelet coefficients. The image fusion scheme and the 
experimental results are presented in Section IV, and the 
paper is concluded in Section V. 

II. WAVELET FUSION FRAMEWORK 

The block diagram of an image fusion system is shown in 
Fig. 1. Here we assume two input images are image A and B, 
and image F is fused image, the basic steps of image fusion 
are as follows: 
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(1) Using wavelet transform to decompose source image 
A and B into sub-images  

0

L
k k 0Cn (i, j),Cn (i, j) (k k )  at 

multi-scale, where
0

L
kCn (i, j) 、

kCn (i, j)  represents low 

frequency sub-image、 high frequency sub-image in three 
directions, respectively.  

(2) The wavelet coefficients of sub-images are fused 
using different fusion rules at different scale. 

(3) The final fused image F is obtained by applying the 
inverse wavelet transform on fused wavelet coefficients. 

In the next Section we will give a detailed discussion of 
selection and reconstruction of the subband coefficients.  
 

III. FUSION RULES 

In order to obtain better quality in the fused image, we 
adopt the divide and rule strategy to reconstruct the different 
subband coefficients in wavelet domain. For the 
construction of low frequency subband and the diagonal 
high frequency subband, the maximal selection rule is used, 
while the construction of horizontal and vertical sub-band is 
performed by using tensor analysis method.   

 
A. Selection of the low frequency subband coefficients 

For the construction of low frequency subband 
coefficient, the simple method is to computing the average 
of coefficients corresponding to different input image. This 
method can effectively suppresses the noise in input images, 
but lose the useful information in images [10]. To overcome 
the drawback of simple averaging method, some improved 
methods have been proposed, such as the method based on 
local variance [11]. The limitation of those methods is 
without considering the role of high frequency sub-band. 

A modified algorithm of selection low frequency sub-
image is proposed, which based on the value of mean value 
and standard deviation of the corresponding high frequency 
coefficient. The basic steps of this method are as follows: 

 1) Add the absolute value of the corresponding high 
frequency coefficient , obtained sub-image

0kCHr (i, j) , 

where
0

L
kCn (i, j) 、

0

H
kCn (i, j) 、

0

V
kCn (i, j) 、

0

D
kCn (i, j) represent 

the low frequency、high frequency in horizontal 、 vertical 

and diagonal orientation, respectively . And n = a,b  
represents the image A, B 

0 0 0 0

H V D
k k k kC H n (i, j) C n (i, j) C n (i, j) C n (i, j)   .    (1) 

 

2) Find the mean Ma(i, j) 、 Mb(i, j) and the standard 

deviation SDa(i, j) 、 SDb(i, j) of  as activity level from 

image A and B, respectively.               
3) Get fused low frequency sub-band coefficients 

0

L
kF (i, j)  from wavelet coefficients

0

L
kCn (i, j)  , and the fusion 

rules we used as follow: 

 
0

0

0

0 0

L
k

L
L k

k

L L
k k

Ca (i, j); ifSDa(i, j)>SDb(i, j)

andMa(i, j)>Mb(i, j)

ifSDa(i, j)<SDb(i, j)Cb (i, j);
F (i, j)= 

andMa(i, j)<Mb(i, j)

(Ca (i, j)+Cb (i, j))
; otherwise2











 .    (2) 

 
B. Reconstruction of high frequency subband coefficient in 

horizontal and vertical orientation 
The tensor matrices are used to describe multi-image or 

vector-value images [12]. For a vector field 
T),( 21   defined on domain Ω , its tensor matrix at 

position  i, j   can be represented by 











 2

,2,2,1

,2,1
2
,1

)()()(

)()()(
),(

jijiji

jijijijiG


 .                   (3) 

 
This matrix is positive and semi-definite. Denoted by 

 and  the maximum and minimum eigenvalues 

of ),( jiG , respectively. The corresponding eigenvectors 

are denoted by  and  .  It is easy to see that 
2   , 0 , and  / ,  /  . That is,  

   and TG   .             (4) 

 
For two vector fields T),( 1

2
1
1

1    and T),( 2
2

2
1

2   , 

their weighted tensor matrix at position ),( ji can be 

represented as: 




















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s jisjis

jisjis
jiG 2

,2
2

,2,1
2

,2,1
22

,1
2

))(,()())(,(

)())(,())(,(
),(



 .     (5) 

 

where ),( jisk is weight function defined as: 


2/12

,
22

,
1

,

))()((

)(
),(

jiji

ji
k

k jis









Fig. 1 Fusion Processing of Image Wavelet Transformation.  
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Since ),( jiGs
is also a positive semi-definite matrix, its 

eigenvalues are both real and non-negative. Denoted by   

and  the maximum and minimum eigenvalues of ),( jiGs
, 

respectively. The corresponding eigenvectors are denoted 

by  and  . Then, we have 

TT
sG    

We define the reconstructed vector T),( 21   from 

the vector fields T),( 1
2

1
1

1   and T),( 2
2

2
1

2   as the 

follows: 

 )(),( 21  

k

k
k

T ssign  

That is, the magnitude of the vector T
jijiji ))(,)(( ,2,1,   is 

the square root of the maximum eigenvalues of ),( jiGs
and 

the direction agrees with the average of 1
, ji and 2

, ji . 

Based on the above notions, a new coefficient vector 
filed can be reconstructed from the vector fields 

, ,
H V T
k i j k i j((Ca ) ,(Ca ) )   and

, ,
H V T
k i j k i j((Cb ) ,(Cb ) ) , where 

,
H
k i j(Cn ) 、

,
V
k i j(Cn )  

express the corresponding horizontal and vertical high 
frequency sub-images with wavelet decomposition, 
and n = a,b  present the image A and B. In the new 
coefficient vector filed, the first component is the 
reconstructed horizontal high frequency sub-images H

kF (i, j)  

and another component is the reconstructed sub-images 
V

kF (i, j) in vertical direction. 

 
C. Selection of diagonal high frequency sub-band coefficient 

Variance is a measure of contrast, which reflects the 
detail of the images [7]. Here, in order to obtain the better 
results on the whole, the local regional standard deviation is 
used to select the diagonal high frequency sub-images. The 
fusion rule is defined as the following: 

D D D
k k k

D D D D
k k k k

D D
k k

Ca (i, j) SDa (i, j)> SDb (i, j)

F (i, j)= Cb (i, j) SDa (i, j)< SDb (i, j)

(Ca (i, j)+Cb (i, j)) / 2 otherwise







.   (9) 

Where, D
kSDa (i, j) 、 D

kSDb (i, j)  represent the standard 

deviation of diagonal high-frequency sub-band coefficient 
in image A、B, respectively.  

The rule of fusion based on the improved regional 
statistical characteristics can correspond to low-frequency 
and high-frequency coefficient selective highlighting the 
contrast of the source image. While the algorithm based 

reconstruction of the structure tensor matrix, can achieve the 
purpose of enhanced clarity. The rule is proposed in this 
paper, not only reflected local contrast information, but can 
get more regional features and details. 
 

IV. FUSION RESULTS AND DISCUSSION 

In this section, we use two groups of multifocus images 
analyses experimental result of the algorithm is present in 
this paper. The basis wavelet fusion is bior2.4, and the 
images are decomposed at three layers, the size of local 
windows is 3 3 . The experimental images are provided by 
www.imagefusion.org. 

A. Subjective evaluation of qualitative 
The experiments are performed on two groups of images: 

clock images and Pepsi images. The multifocus images used 
for fusion are left focused and right focused as shown in  
Fig.2 and Fig.3.  

The results of tradition algorithm (high frequency 
coefficients select via bigger absolute value and low 
frequency coefficients select via weighted average), the 
local gradient method, local variance method and proposed 
method are shown by (c)-(f) in Fig.2 and Fig.3, respectively. 

From the results of four methods, the definition of results 
obtained by using traditional method is lower than others; 
the local methods get the lighter results; the result using the 
proposed method can improve the definition and contrast of 
images, and remove shadows around the edges of images. 

B.  Objective quantitative assessment 
In order to objectively evaluate the performance of our 

algorithm, this article also adopted the mutual information 
(MI) [13] and edge information Q [14]. 

MI value reflects the fused image contains information 
content size in source image A and B. The higher MI value, 

          
(a)                                 (b)                                  (c) 

 

         
(d)                                   (e)                                    (f) 

Fig. 2.  Fusion results of the multi-focus Clock Image. (a) Source image 
A. (b) Source image B.  (c) Traditional fusion. (d) Local gradient fusion. 
(e) Local variance fusion.  (f) Fused image using the proposed method. 
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the fused image received the more information from source 
images, and get the better fusion results. 

Q shows the fused image relative to edge information 
retention capacity of source image A and B. The higher 
value of Q indicates the edge information of source images 
to retain well in the fused images. 

Table 1 gives the values of the measures MI and Q. We 

can see that he proposed algorithm has a better fusion 
performance, compared to the traditional fusion methods. 

 

V.  CONCLUSION 

A novel method based on the selection and reconstruction 
of the wavelet coefficients for fusing multifocus image is 
proposed. The method uses the regional standard deviation 
and mean of the high frequency subband to choose the low 
frequency subband coefficients，uses the regional standard 
deviation to select the diagonal high frequency sub-band 
coefficients, and adopts the structure tensor analysis to 
reconstruct the high-frequency sub-band coefficients in 
horizontal and vertical orientation. The experiments indicate 
that the quality of the presented algorithm is better than that 
of the traditional method.  

 
REFERENCES 

 
[1] K. Kazemi, H. A. Moghaddam. Fusion of Mutifocus Images Using 

Discrete Muti-wavelet Transform. IEEE International Conference on 
Multisensor Fusion and Integration for Intelligent Systems (MFI2003). 
Tokyo, Japan .2003 

[2] L. J. Chipman, T. M. Orr, L. N. Graham. Wavelets and image fusion. 
Proc Int Conf on Image Processing. LOS Alamitos USA: IEEE 
Computer Society, 1995, 248-251 

[3] S. G. Mallat. A Theory for Multiresolution Approximation and 
Wavelet Representation. IEEE Trans. Pattern Anal. Machine Intell. , 
1989, 11(7): 674-693 

[4] P. J. Burt. The pyramid as a structure for efficient computation. In : 
Multiresolution Image Processing and Analysis, Rosenfield A.,Ed., 
Springer-Verlag, new york,1984                                                        

[5] G. A. María，G. C. Raquel， et al. Fusion of Multispectral and 
Panchromatic Images Using Wavelet Transform. Evaluation of crop 
classification accuracy. Data fusion sessions within the 22nd EARSeL 
Symposium, 2002 

[6] G. X. Liu, W. H. Yang．A wavelet—decomposition—based image 
fusion scheme and its performance evaluation ． Acta Automatica 
Sinica，2002，28(6)：927-934                                        

[7] H. Li, B. S. Manjunath, S. K. Mitra. Multisensor Image Fusion Using 
Wavelet Transform. Graphical models and image processing, 1993, 
57(3): 235-245 

[8] M. Santos, G. Pajares, M. PortIela, et al. A New Wavelets Image 
Fusion Strategy. Pattern Recognition and Image Analysis, 2003, 
2652 :919-926 

[9] X. Y. Jiang, L. W. Zhou, Z. Y. Gao. Multispectral Image Fusion Using 
Wavelet Transform. SPIE, 1996, 2898: 35-42 

[10] R. Chao，K. Zhang，Y. Li．An image fusion algorithm using 
wavelet transform．Acta Electronic Sinica，2004, 32(5)：750-753                                 

[11] Z. Guo, J. Yang. Wavelet Transform Image Fusion Based On Regional 
Variance. In: MIPPR 2007 Remote sensing and GIS data processing 
and applications, and Innovative multi-spectral technology and 
applications, 2007 

[12] T. Brox, et al．Nonlinear Structure Tensors．In：Image and Vision 
Computing. 2006, 24: 41-55 

[13] F. Maes, et al．Multimodality Image Registration By Maximization of 
Mutual Information ． IEEE Transactions on Medical Imaging ，

1997，16 (2)：187-198 
[14] C. S. Xydeas，V. Petrovic．Objective Image Fusion Performance 

Measure．Electronics Letters，2000, 36(4)：308-309 

TABLE I.  MI AND Q RESULTS FOR TWO SETS OF IMAGE FUSION 
Methods 

 
Fig.2.clock images Fig.3.pepsi images
MI Q MI Q 

Traditional method 6.3291 0.6161 6.6745 0.7184
Local Gradient 6.4176 0.6301 6.7684 0.7326
Local Variance 6.4121 0.6213 6.7332 0.7264

Paper 7.0555 0.6572 7.3324 0.7484

         
(a)                                    (b)                                    (c) 

          
(d)                                 (e)                                    (f) 

Fig. 3. Fusion results of the multi-focus Pepsi Image. (a) Source image A. 
(b) Source image B.  (c) Traditional fusion. (d) Local gradient fusion. (e) 
Local variance fusion.  (f) Fused image using the proposed method. 
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Abstract—This paper shows the development of a Discrete
Sliding Mode Control with Predictive Sliding Function (SMC-
PSF) for multivariable systems. This is an extension of our
previous works synthesized in the case of single input single
output. The multivariable (SMC-PSF) consists of two loops, the
primary loop is a Model Predictive Control (MPC) and the
secondary loop is a Sliding Mode Control (SMC). The MPC
allows to the SMC an optimal sliding function. This type of
scheme improves the performances of the SMC and the MPC
controllers. Simulation results demonstrate that the (SMC-PSF)
gives better performances, for multivariable systems, in terms of
strong robustness to external disturbance and parameters varia-
tion, chattering elimination and fast convergence, in comparison
with the SMC.

Keywords—Multivariable systems, Sliding Mode Control, Model
Predictive Control, Predictive Sliding function, Chattering phe-
nomenon.

I. INTRODUCTION

The growth in the complexity of modern industrial
systems make difficult the design of an exact mathematical
model and the development of a suitable control. In fact,
these systems are non linear, multivariable, also with external
disturbances, parameter uncertainties and time delays.
Therefore Sliding Mode Control (SMC) and Model based
predictive control(MPC) are excellent candidates to utilize as
a control law for these systems.[1].
For a large class of systems, the SMC is particularly interesting
due to its ability to deal with non linearities, uncertainties,
modeling errors and disturbances [4]. The main idea behind
SMC is to synthesize a discontinuous control input to force
the states trajectories to reach a specific surface called the
sliding surface in finite time and to stay on it. However,
in spite of the robustness of the sliding mode control, the
chattering phenomenon, caused by the discontinuous term of
the control law, is still the main problem of the SMC which
consists in a sudden and rapid variation of the control signal
leading to undesirable results [1].
Many approaches have been proposed to solve this problem
such as high order sliding mode control [2], [3].
On the other hand, in recent years, model based predictive
control(MPC) has received a lot of attention in the control
theory and applications. It has been successfully implemented
in many industrial applications, showing good performances.
The basic idea of MPC is to calculate a sequence of future

control signals in such a way that it minimizes a multistage
cost function defined over a prediction horizon. The index to
be optimized is a difference between the predictive system
output and predictive reference sequence over the prediction
horizon plus a quadratic function measuring control effort [4],
[5], [6].
Nevertheless the control law is model dependent, so a perfect
model is required to guarantee the success of MPC control
strategies. Because of the finite horizon, the stability and the
robustness of the process is difficult to analyze and guarantee,
especially when constraints are present [7], [8].

As a solution, we have proposed in [9], [10], [11], [12],
[13], [14] a controller which combine the design of SMC and
MPC for single input single output systems. This combination
improves the performances of the two control laws and over-
come most of their specific drawbacks.
In other works, we have proposed another combination, which,
it consists on a sliding mode controller, where the optimal
sliding function is allowed by a model predictive control block
based on a specific objective [10], [15]. The main idea of this
work is to extend our previous works, concerning the Sliding
Mode Control with predictive sliding function (SMC-PSF), to
multivariable systems.
The paper is organized as follows: Section II gives the synthe-
sis of the classical discrete multivariable sliding mode control
for multivariable systems. The synthesis of the multivariable
sliding mode controller with predictive sliding function is
presented in section III. In the following section the proposed
controller is tested on a simulation example, and compared
to SMC control. Finally, section V draws conclusions of the
paper.

II. THE CLASSICAL DISCRETE MULTIVARIABLE SLIDING
MODE CONTROL

Consider a discrete multivariable system subjected to ex-
ternal disturbances and parameters variation, defined by [16]:
{

x(k + 1) = (A + ∆A)x(k) + (B + ∆B)(u(k) + v(k))
y(k) = Hx(k) + Du(k)

(1)
where:
x(k) ∈ <n is the state vector at the instant k, u(k) ∈ <m is
the input vector at the instant k, y(k) ∈ <p is the output vector

Recent Advances in Electrical Engineering

ISBN: 978-1-61804-351-1 69



at the instant k, v(k) ∈ <m is the disturbance input vector at
the instant k.
The matrices A ∈ <n×n, B ∈ <n×m, H ∈ <p×n and D ∈
<p×m are the nominal model matrices.
∆A ∈ <n×n and ∆B ∈ <n×m are the parameter uncertainties
matrices.

The system (1) can be presented by the following form:
{

x(k + 1) = Ax(k) + Bu(k) + w(k)
y(k) = Hx(k) + Du(k) (2)

with:

w(k) = ∆Ax(k) + ∆Bu(k) + (B + ∆B) v(k) (3)

where w(k) ∈ <n.
The sliding function is defined as [17]:

S(k) = Cx(k) = [s1(k) · · · sm(k)]T (4)

where the dimension of the matrix C are (m,n).
The sliding function vector is chosen in order to verify the
following reaching law [18], [19]:

S(k + 1) = ΦS(k)−




m1sign(s1(k))
m2sign(s2(k))

...
mmsign(sm(k))


 (5)

where Φ is a diagonal matrix with (m,m) dimension and
verifying 0 ≤ Φi,i < 1 and mi > 0 for i ∈ [1 m].
and sign is the signum function defined as :

sign(si(k)) =
{ −1 if si(k) < 0

+1 if si(k) > 0 ; i ∈ [1 m]

Thus, using equation (5), the control law ensuring the quasi-
sliding mode is calculated as follows [20]:

u(k) = (CB)−1


−CAx(k) + ΦS(k)−




m1sign(s1(k))
m2sign(s2(k))

...
mmsign(sm(k))







(6)
(CB) is inversible.

III. SYNTHESIS OF DISCRETE MULTIVARIABLE SLIDING
MODE CONTROL WITH PREDICTIVE SLIDING FUNCTION

A block diagram of the SMC-PSF is shown in Figure1,
where the primary loop is a Model Predictive Control (MPC)
and the secondary loop is a Sliding Mode Control (SMC)[10],
[15].

Model Predictive
Control
(MPC)

SMIMO

Sliding Mode
Control
(SMC)

u

Fig. 1. SMC-PSF Controller bloc diagram.

The main purpose is to apply the discrete sliding mode
control for multivariable systems which the sliding function is
given optimally by the Model predictive control, based on a
specific objective
We consider, now, the sliding mode control problem for
multivariable system (1). The objective is to design sliding
mode controller with predictive sliding function taking the
reaching law (5). Define the vector ∆Ueq(k + 1) as:

∆Ueq(k + 1) =




∂ueq(k + 1)
∂ueq(k + 2)

...
∂ueq(k + M)

0
...
0




=




ueq(k + 1)− ueq(k)
ueq(k + 2)− ueq(k + 1)

...
ueq(k + M)− ueq(k + M − 1)

0
...
0




(7)

Or, the equivalent control vector is given by:

ueq(k) = (CB)−1 [ΦS(k)− CAx(k)]

So the vector ∆Ueq(k + 1) can be written as:

∆Ueq(k + 1) =




(CB)−1Φ [S(k + 1)− S(k)]
(CB)−1Φ [S(k + 2)− S(k + 1)]

...
(CB)−1Φ [S(k + N)− S(k + N − 1)]




−




(CB)−1CA [x(k + 1)− x(k)]
(CB)−1CA [x(k + 2)− x(k + 1)]

...
(CB)−1CA [x(k + N)− x(k + N − 1)]




(8)
or, we have:
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



x(k + 2)− x(k + 1) = A(x(k + 1)− x(k))
+ B(ueq(k + 1)− ueq(k))

x(k + 3)− x(k + 2) = A2(x(k + 1)− x(k))
+ AB(ueq(k + 1)− ueq(k))
+ B(ueq(k + 2)− ueq(k + 1))

...
x(k + M)− x(k + M − 1) = AM−1(x(k + 1)− x(k))

+ AM−2B(ueq(k + 1)− ueq(k))
+ AM−3B(ueq(k + 2)− ueq(k + 1))
+ · · ·
+ B(ueq(k + M − 1)− ueq(k + M − 2))

...
x(k + N)− x(k + N − 1) = AN−1(x(k + 1)− x(k))

+ AN−2B(ueq(k + 1)− ueq(k))
+ AN−3B(ueq(k + 2)− ueq(k + 1))
+ · · ·
+ AN−M−1B(ueq(k + M)− ueq(k + M − 1))

Then the vector ∆Ueq(k + 1) can be presented by:

∆Ueq(k + 1) =




(CB)−1Φ [S(k + 1)− S(k)]
(CB)−1Φ [S(k + 2)− S(k + 1)]

...
(CB)−1Φ [S(k + N)− S(k + N − 1)]




−




(CB)−1CA
(CB)−1CA2

...
(CB)−1CAN


 (x(k + 1)− x(k))

−ΨMimo∆Ueq(k + 1)
(9)

So, the equation (9) can be written as:

∆Ueq(k + 1) = ∆SΦMIMO
(k + 1)−ΠMimo [x(k + 1)− x(k)]

−ΨMimo∆Ueq(k + 1)
(10)

with:

∆SΦMIMO = (k+1)




(CB)−1Φ [S(k + 1)− S(k)]
(CB)−1Φ [S(k + 2)− S(k + 1)]

...
(CB)−1Φ [S(k + N)− S(k + N − 1)]




ΠMIMO =




(CB)−1CA
(CB)−1CA2

...
(CB)−1CAN




and

ΨMIMO=




0 · · · · · · · · · · · · 0
TAB 0 · · · · · · · · · 0
TA2B TAB 0 · · · · · · 0
TA3B TA2B TAB 0 · · · 0

...
...

...
...

...
...

TANB TAN−1B · · · TAN−MB · · · 0




with T = (CB)−1C.

Equation (10) can be written as:

(I + ΨMimo)∆Ueq(k + 1) = ∆SΦMIMO
(k + 1)

−ΠMimo [x(k + 1)− x(k)]
(11)

∆Ueq(k + 1) can be given by:

∆Ueq(k + 1) = (I + ΨMimo)−1∆SΦ(k + 1)

−ΠMimo [x(k + 1)− x(k)]]
(12)

So:

∆Ueq(k+1) = KMIMO∆SΦ(k+1)+LMIMO [x(k + 1)− x(k)]
(13)

with: {
KMIMO = (I + ΨMimo)−1

LMIMO = −(I + ΨMimo)−1ΠMimo
(14)

To find the predictive function vector, the following corre-
sponding optimization cost function is defined:

jSMC−PSF (k) =
N∑

j=1

qj [δSΦ(k + j)− δSr(k + j)]2

+
M∑
l=1

gl [δueq(k + l − 1)]2

(15)
where δSr(k+j) the increment of the sliding mode references
trajectories vector, δSΦ(k+j) is the increment of the predictive
sliding function vector, multiplied by the term (CB)−1Φ, qj

and gl are weight coefficients.
In order to simplify the synthesis of the controller, we con-
sider qj = q and gl = g. So, the following corresponding
optimization cost function (15) is written by:

jSMC−PSF (k) =
N∑

j=1

q [δSΦ(k + j)− δSr(k + j)]2

+
M∑
l=1

g [δueq(k + l − 1)]2
(16)

Rewrite equation (16) in vector form:

JSMC−PSF (k) = ‖∆SΦMIMO
(k)−∆Sr MIMO(k)‖2Q

+ ‖∆Ueq(k)‖2G
(17)

where

∆Sr MIMO(k + 1) = [δSr(k + 1), δSr(k + 2), ..., δSr(k + N)]T

G = [gIm, gIm, ..., gIm]

Q = [qIm, qIm, ..., qIm]

Recent Advances in Electrical Engineering

ISBN: 978-1-61804-351-1 71



Since the control objective is to keep states on the sliding
surface, the desired sliding mode reference trajectory vector
is approximated by the predictive sliding function vector and
should verify:

Sr(k) =




0
0
...
0




(m×1)

, so ∆Sr MIMO =




0
...
0
0
...
0
...
0
...
0




(mN×1)
So, the optimization cost function can be written as:

JSMC−PSF (k) = ‖∆SΦMIMO (k)‖2Q + ‖∆Ueq(k)‖2G (18)

Rewrite equation(13), JSMC−PSF (k) can be written as:

JSMC−PSF (k) = ∆SΦMIMO
(k)T Q ∆SΦMIMO

(k)+
[KMIMO∆SΦMIMO (k)+LMIMO(x(k)− x(k − 1))]T

G [KMIMO∆SΦMIMO
(k) + LMIMO(x(k)− x(k − 1))]

(19)
The optimal sequence of the increment of the predictive
sliding function vector is obtained by minimizing the cost
function JSMC−PSF :

∂JSMC−PSF (k)
∂∆SΦMIMO (k)

= 0 (20)

So, the increment of the predictive sliding function vector can
be calculated as:

∆SΦMIMO (k) = −(GKT
MIMOKMIMO + Q)−1

GKT
MIMOLMIMO(x(k)− x(k − 1))

(21)
We suppose that δSΦ(k) is the vector of the m first elements
of the vector ∆SΦMIMO , so, the predictive sliding function
vector SΦ(k) is given as:

SΦ(k) = SΦ(k − 1) + δSΦ(k) (22)

with: SΦ(k) = (CB)−1ΦS(k)
So, the control law ueq(k) is given by the equation:

ueq(k) = (CB)−1 [ΦS(k)− CAx(k)] (23)

Then:
ueq(k) = SΦ(k)− (CB)−1CAx(k) (24)

Or, we have:

udis(k) = −(CB)−1




m1sign(s1(k))
m2sign(s2(k))

...
mmsign(sm(k))


 (25)

So:

u(k) = ueq(k) + udis(k) (26)

IV. SIMULATION RESULTS

To evaluate the robustness of the control laws (equations 6
and 26) in presence of constant or periodic disturbances and
parameters uncertainties, we consider a discrete multivariable
process described by the following equation:

x(k + 1) = (A + ∆A)x(k) + (B + ∆B)(u(k) + v(k))

where:

A =
[

0 1
0.24 0.2

]
; B =

[
1.5 0
0 1

]

The retained synthesis parameters are:

C =
[

0.6667 0
0 1

]

and m1 = 0.01, m2 = 0.01, Φ = [0.01 0; 0 0.01],
N = 10, M = 5, Hp = 0.001I(N,N),
and G = 0.001I(N,N)
The sliding functions vector is given by:

S(k) = Cx(k) = C =
[

0.6667 0
0 1

] [
x1(k)
x2(k)

]
=

[
s1(k)
s2(k)

]

A. Case of constant disturbances

The results presented in this section are obtained with the
presence of constant disturbances which are given by:

v(k) =
[

0.15
0.2

]
, ∀k ≥ 100

The parameters variation are given by:

∆A = 0.1
[

5 sin(− 2kπ
10 ) 6 sin(− 2kπ

10 )
3 sin(− 2kπ

10 ) 3 sin(− 2kπ
10 )

]

∆B = 0.1
[

2 sin(− 2kπ
10 ) 5 sin(− 2kπ

10 )
3 sin(− 2kπ

10 ) 5 sin(− 2kπ
10 )

]
,∀k ≥ 300

The evolution of the states x1(k) and x2(k), the control inputs
u1(k) and u2(k) and the sliding mode functions s1(k) and
s2(k) with SMC-PSF and SMC are given, respectively, in
figures 2 to 7.

0 100 200 300 400
−1

−0.5

0

0.5

1

 

 

SMC
SMC−PSF

x1(k)

k

Fig. 2. Evolution of the state x1(k).
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Fig. 3. Evolution of the state x2(k).
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Fig. 4. Evolution of the control signal u1(k).
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Fig. 5. Evolution of the control signal u2(k).
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Fig. 6. Evolution of the sliding function s1(k).
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Fig. 7. Evolution of the sliding function s2(k).

It can be seen that the performances of the SMC-PSF are
better then the other studied controller, not only, for rejecting
constant disturbances, but also, for eliminating chattering.
In fact, without disturbances and parameters uncertainties, the
results of SMC and SMC-PSF are comparable. But, in presence
of constant disturbances (k ≥ 100), we find that the proposed
control law ensure good performances in term of rejection of
external disturbances and fast convergence.
When we add parameters uncertainties, at the instant (k ≥
300), the oscillation encountered, in the case of classical SMC,
are reduced.

B. Case of periodic disturbances

The results presented in this section are obtained with
the presence of disturbances, whose evolutions are given in
figures 8 and 9, and with the following parameters variation:

∆A = 0.1
[

5 sin(− 2kπ
10 ) 6 sin(− 2kπ

10 )
3 sin(− 2kπ

10 ) 3 sin(− 2kπ
10 )

]

∆B = 0.1
[

2 sin(− 2kπ
10 ) 5 sin(− 2kπ

10 )
3 sin(− 2kπ

10 ) 5 sin(− 2kπ
10 )

]
,∀k ≥ 300
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Fig. 8. Evolution of the disturbances v1(k).
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Fig. 9. Evolution of the disturbance v2(k).

The evolution of the states x1(k) and x2(k), the sliding
mode functions s1(k) and s2(k) and the control inputs u1(k)
and u2(k) ,with SMC-PSF and SMC are given, respectively,
in figures 10 to 15.
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Fig. 10. Evolution of the state x1(k).
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Fig. 11. Evolution of the state x2(k).
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Fig. 12. Evolution of the control signal u1(k).
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Fig. 13. Evolution of the control signal u2(k).
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Fig. 14. Evolution of the sliding function s1(k).
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Fig. 15. Evolution of the sliding function s2(k).
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A comparaison between the SMC-PSF and SMC, in the
case of multivariable systems, reveals that the use of the
new control strategy SMC-PSF reduces the chattering problem
effectively (k ≥ 300).
Furthermore, the results obtained prove the capability of the
proposed control law to reduce periodic disturbances k ≥ 100
and parameter uncertainties k ≥ 300.

V. CONCLUSION

In this paper, a sliding mode controller with predictive
sliding function for multivariable systems was proposed. This
controller combines the design technique of the SMC and
MPC.
The method was tested on a multivariable system, and com-
pared to the results given by the SMC controller. It is shown
that mixing both control techniques, for multivariable systems,
gives new controller with better robustness properties in reject-
ing disturbances, hard parameter variations and in eliminating
the chattering problem.
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Benign or malignant lesion classification in
mammography images using the adaptive orthogonal
transformation and the coefficients of the correlation

matrix

Khalid El Fahssi,Abdelali Elmoufidi,Abdenbi Abenaou, Said Jai-Andaloussi, Abderrahim Sekkaki

Abstract—Segmentation and classification of breast masses in
mammography play a crucial role in Computer Aided Diagnosis
system (CAD) . In this paper we propose an approach based
on the theory of adaptive orthogonal transformation that will
calculate the informative characteristics of regions of interest of
mammography images and classification by comparison of the
similarity between the vectors of the characteristics of regions
of interest by use of the coefficient of matrix of correlation. The
result obtained by this calculation method allows the increase
the efficiency of diagnosis. To illustrate the effectiveness of the
method we present the results of experiments carried out on the
basis of images MIAS mammograms.

Keywords—segmentation; mammography; active contours; clas-
sification;orthogonal;correlation

I. INTRODUCTION

Breast cancer is the most common evil in women world-
wide. It is a leading cause of female mortality [1, 2,3] since
every woman has a one in eight chance of developing breast
cancer during her lifetime. [4]. The Prevention of the disease
is very difficult because the risk factors are either poorly
known or not suggestible. Scientific studies have provided
a better understanding of development of cancer but it is
still not possible to know why one person develops breast
cancer. It should be noted that only 5 to 10% of breast
cancers are hereditary related to the transmission of delete-
rious genes which are the most frequently incriminated are
BRCA1 and BRCA2 (breast Cancer acronyms) associated with
a predisposition of the disease [5] . Mammography is the
most effective imaging technique to detect tumors at an early
stage [2,6] and currently is the principal investigation in breast
cancer screening. However, radiologists are always obliged to
examine very finely the image to a better diagnosis hence
the importance of Computer Aided Diagnosis system (CAD)
developed over the last twenty years[7]. Generally systems
(CAD) based on a series of approaches including pretreatment
steps, segmentation, extraction of parameters of classification
and finally the interpretation and classification of suspected
abnormalities [7,8,9,10] . Generally the first indicators of
malignancy parameters are connected to the mass density, size,
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Andaloussi, Abderrahim Sekkaki are with LIAD Labs, Casablanca, Kingdom
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shape and edges, malignant masses often infiltrate the fabric
of linear son purposes that extend outward from the center
of the mass. From the pathology of malignant masses, the
shape can be used to discriminate between malignant mass and
benign masses. Approximately 80 to 85% of breast cancers are
diagnosed localized tumor’s appearance on mammography[4]

Fig. 1. The morphological spectrum of mammographic masses.

For automatic classification of tumors several techniques
are used such as that based on artificial neural networks
[11,12], one based on fuzzy logic [14], and other based on
support vector machines [13]. In this paper we propose a new
technique based on adaptive orthogonal transformation and the
coefficient of correlation matrix.

This paper is organized as follows: Section II.A describes
the database used for evaluation, section II.B we give our
method of pretreatment, section II.C we give a result of
our method of segmentation, section II.D present the method
for classification and detection of the lesion. The result is
presented in section III and we end with a conclusion and
perspective in section IV.

II. MATERIALS AND METHOD

A. Database

The mini-MIAS [20] database contains a total of data 322
MLO view mammography images. This database is divided
into categories such margin: speculated, circumscribed or
poorly defined. The images have a resolution of 1024 1024
pixels. From this data set, a total of 111 lesions was selected.
These include 60 benign and 51 malignant masses. An example
of a series of the image is given by Figure 1.
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Fig. 2. Example of mammography study.

B. preprocessing of mammography Image

This step is crucial in our system for the reduction of
false positives. Indeed, in these images, the breast covers only
30% of the entire image [15]. Moreover, the digitization of
mammography images may result in noise in the resulting
mammograms. So in mammography images several types of
noise and artifacts are present [16]. Thus for improving the
quality of mammography we used an image preprocessing
method based on shrinkwrap function [17], this function
amplifies areas of high intensity and segments them using a
front. The front is initialized on the convex hull (for speed)
and erodes the map until it has converged on the edge of the
areas to keep, maintaining edge geometry.

Fig. 3. Mammogram preprocessing step : (a) Original mammogram, (b)
Artifact suppressed

C. our method of segmentation

For segmentation the mammography images we have used
a combined solution of the two approaches, one based on
levels set theory and the other based on the principle of
the minimization of the energy of active contours[18]. The
elaborated algorithm which is an interactive approach permits
to segment effectively the images from its coarse resolution to
its refinement. The results of the segmentation are illustrated
from the database of MIAS. The figure represents the result
of our method of segmentation.

Fig. 4. Segmentation of mammograms mdb184 : (a) Original mammogram,
(b)ROI detected ,(c) The contour of ROI, (d) ROI extracted

D. Method proposed for classification of lesion

The first part of the approach proposed in this article
has allowed the segmentation and selection of regions of

interest of mammography images of various types of disease.
The classification of mammograms depending on the type of
disease images requires the extraction of the most relevant
features in these regions of interest [19],[21].

the calculation of characteristics vectors informative re-
gions is ensured by the use of an adaptable orthogonal trans-
formation [22]for each class regions (type of disease). The
spectrum of informative characteristics of a given area (class)
obtained decreases rapidly. In other words, the analysis of the
spectra obtained allows a considerable difference between the
classes of regions. This property will subsequently develop
a simple decision rule which ensured a high certainty of
classification.

The principle of the proposed method is to synthesize an
adaptable operator orthogonal transformation to generate func-
tions of bases parameterizable. Using these transformations
[22],[23] is favored by the ability to adapt to the shape of
their basic functions depending on the nature of the standard
vector formed by mammograms each class images. In other
words, for each type of disease a system of basis functions are
associated parameterizable for showing his images. In addition,
these functions of base parameterizable meet the criteria for
completeness of the system ensuring the transformation of vec-
tors without loss of information content. The system of basis
functions formed is expressed as a factorisable orthonormal
matrix operator, which therefore allows a transformation with
a fast calculation algorithm:

Y =
1

N
HX (15)

where:
- X = [x1, x2, ..., xN ]T is the vector representing the region
of interest in the segmented image mammography given initial
vector transform (of size N = 2n).
- Y = [y1, y2, ..., yN ]T is the vector of informational charac-
teristics calculated by the spectral operator orthogonal H of
dimension N x N.
Factorization of Good [24] showed a possibility of representing
the matrix operator H as product Gi (16) Sparse matrix with a
higher proportion of zero which has allowed the construction
the quick transformation algorithms of Fourier , Haar and
Walsh. The matrices Gi(i = 1, ..., n) are constructed by blocks
of matrices Vi,j of minimum dimension that is called spectral
nuclei [22]:

With

Recent Advances in Electrical Engineering

ISBN: 978-1-61804-351-1 77



Hence equation (15) can be written as follows:

Y =
1

N
HX =

1

N
G1G2....GNX =

1

N
ΠN

i=1Gi (17)

By defining the parameters ϕi,j and θi,j can train operators
orthogonal of transformations with basic functions complex ,
and θi,j = 0 operators with real functions. Adapting Operator
H in (15) is provided by the condition:

1

N
HaZsd = Yc = [Yc,1, 0, 0, ..., 0], Yc,1 6= 0 (18)

where:
- Yc is the target that builds the basis for adjusting the vector
operator Ha.
- Zsd represents the calculated by means of the estimates of the
statistical characteristics of images of a given class standard
vector.
- Ha is adaptable to synthesize operator.
Synthesis adaptable operator Ha based standard Zsd (for a
given class) is to calculate the angular parameters ϕi,j matrices
Gi according to condition (18). The procedure for calculation
of the parameters is based on an iterative algorithm to calculate
the target vector Yc by step according to the equation:

Yi = GiY(i−1) (19)

The first iteration (Y 0 = Zsd)

The second iteration

The nth iteration

The final calculation of the vector Yc allows obtaining
adaptable operator Ha.

For the classification of lesions, we dispose two sets of
feature vectors for each type of tumor (benign or malignant).
The first was used for the calculation of the standard Zsd,i

(tumor i) for the synthesis of the operator, while the second
set used to form the spectral standard Ysd,i. The latter is
obtained by projecting the feature vector of the second set in
Ha adaptable bases.
To make the decision and classify each tumor, we calculate
each Yi spectrum in each base Ha,i of the region of interest,
then we sills of a regle of decision based on the calculation
of the coefficient of matrix correlation between the standard
spectrum of each class and the projection of Yi spectrum
of the region of interest in the base Ha,i of the same class.
Correlation coefficient is calculated by the following equation:
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which are respectively estimators of covariance, standard
deviations and expectations of the variables X and Y.
Then two spectra are not linearly correlated if rp is zero. The
two spectrum are better correlated if rp is near to 1 or -1. then
according to the condition of linear correlation, the specter of
the region of interest belongs to a class of which max(|rp|)
is near to 1.

Figure 5. Classification procedure

III. RESULTS AND DISCUSSION

This section presents the results of experiments performed
on 111 selected mammography database mini-MIAS images.
To evaluate the effectiveness of the proposed method, we
used the information provided by the Mammographic Image
Analysis Society database (MIAS) including the class of
anomalous images and coordinates of their centers of regions
of interest. To test our method, the algorithm is applied to
each image containing a mass lesion. In the classification of
ROI to Benign or Malignant, a positive case means correct
classification of ROI to benign or malignant while a negative

case means incorrect classification of ROI as such a type. The
definitions of the fractions are as below:

-True Positive (TP) means breast classified as Malignant
that proved to be Malignant.
- False Positive (FP) means breast classified as Malignant that
proved to be Benign.
- False Negative (FN) means breast classified as Benign that
proved to be Malignant.
- True Negative (TN) means breast classified as Benign that
proved to be Benign.

We have tested the performance of our method by
calculating and analysis of accuracy, sensitivity and specificity
for malignant and benign classification. These are defined and
calculated as follows[25]:

Sensitivity: number of correct classified Benign
mass/number of total Benign mass :

Sensitivity =(TP/(TP + FN))*100

Specificity: number of correct classified Malignant
mass/number of total Malignant mass:

Specificity =(TN/(TN + FP))*100

Out method has been proven effective for the classification
masses to benign or malignant on a mammogram with a
sensitivity equal 93.78% and Specificity equal 94.54%.

IV. CONCLUSION AND PERSPECTIVE

In this work we presented an approach for classification
of lesion to benign or malignant in digital mammograms. The
experimentation gives a percentage of 93.78% of a sensitivity
and a percentage of 94.54% of Specificity for all cases studied.
The results of the algorithm can contribute to solving the
main problem in mammography image processing such as
diagnostic and classification. The Efficiency of the proposed
method confirms the possibility of its use in improving the
computer-aided diagnosis.
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ABSTRACT 
A complete technical study on a Hybrid heating system is carried out with the aid of computer simulation. The main objective of this work was to 

provide more insight into combining Solar and Diesel energies to be utilized in domestic central heating. The motivation for such a system was 

basically the ever increasing Diesel prices in the Kingdome. This work revealed that the cost of Diesel in heating houses could be lowered by at least 

fifteen percent if the hybrid system is implemented. Complete mathematical model of a representative house was derived for the sake of computer 
simulation. The model was validated and verified through computer simulations (Matlab Simulink based) with real collected weather data of Jordan 

(complete year record). Finally a controller strategy was devised and tested using the derived mathematical model. 

 

1. INTRODUCTION 

Currently the whole world is on an advent of a new era 

of energy shortage. The energy shortage is evident by the 

ever-increasing prices of fuels. The impacts on average 

citizens take different forms: increase in food prices, 

hijacked gas prices, unbearable heating costs, etc. The 

main concern of this work is finding engineering 

practical solutions to lower the central heating costs by 

tapping into the solar free energy. 

Alternative fuels and new sources of energies have 

attracted many scientists and engineers. One major free 

source of energy is the Solar Energy. Fortunately, 

Jordan’s weather supports solar based systems, and it 

provides promising results in that direction. These ideas 

and more were the motivation and driving forces of this 

work complement the central heating industry. 

The main goal of this project was to make use of solar 

energy as a complement heating system in conjunction 

with the classic Diesel energy during winter. Even 

though this idea is not novel; but the implementation and 

the scientific approach that we took are new. In addition, 

the novel control strategy that we have adopted for the 

hybrid system is more efficient and cost effective than 

commercial existing systems. 

Mechanical and electrical engineers have been 

working to their extremes to utilize solar energy in 

conjunction with existing sources of heat (hybrid). A 

quick glance at the literature indicates two main streams: 

Photovoltaic and Solar collectors. Unfortunately, the 

efficiencies currently available is below 10% making it a 

cost substitute. Nevertheless, as always technology has 

surprised us with its fast development these photovoltaic 

arrays will soon be competing in the market. The other 

stream is to utilize solar collectors to heat a fluid then 

pass this heat to another fluid via a heat exchanger. This 

type of system is well established and is widely used 

even in Jordan. 

Despite the lack of encouraging legislation, Jordanian 

houses have been using solar collectors to supply the 

domestic hot water demands for the past thirty years. 

However, the importance of alternative energy is evident 

in Jordan through the scattered well-established energy 

centers. As a matter of fact the University of Jordan is 

one of the leaders in that direction. 

Jordan depends almost exclusively on imported fossil 

fuels to meet the energy needs; about 99% of its 

consumption is imported. Jordan possesses one of the 

most moderate weather around the world. The amount of 

sun appearance around the year makes it a favorite place 

to implement solar-based systems. Figure 1 depicts the 

average monthly solar insolation throughout one year. 

These data were collected in 1984 [1]. 

 

 
Figure 1: Solar radiation in Jordan 1984 

 

Even for an old data record like this, it shows clearly 

the potential for alternative sources of power or a 

complement one (Hybrid). Due to the global warming 

effect, the amount of sunshine Jordan owns went up and 

it spreads out to the winter season. 

The feasibility of solar energy has been studied for 

many years, and it started in 1973 with the fuel crisis. A 

pilot plant was implemented in Coolidge Arizona in 

1979 [2]. After the success of this project many plant 

were constructed in other regions of the world.  

In 1981, the International Energy Agency (IEA) 

initiated a project to build a 500kW plant in Spain [3]. 

There have been many successful attempts to generate 

electricity by heating fluid such as oil or water and then 

produce steam at 200oC, which is then fed to a turbine. 

The fluid heating was done using a field of parabolic 

collectors [4, 5]. 

Many recent studies on the economics of using a 

Solar/Diesel Hybrid systems are available such as the 

one provided by reference [6]. 
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2. HYBRID SOLAR-DIESEL SYSTEM 

2.1. Hybrid System Design 

Basically, the main idea is to use solar collectors to 

heat a heat transfer fluid, which in turn will heat the 

returned circulating water from the central heating unit if 

appropriate. Figure 1 illustrates the conceptual design of 

the Hybrid System. 

 

 

 

 

 

 

 

 

 

Figure 1: Hybrid System Conceptual Design 

 

The concept of the solar system is very simple, cold 

water from a storage tank is circulated through the solar 

collectors if feasible, and if not the circulating pump is 

shut off. Different implementations of the same idea are 

possible; the design used was favored in terms of cost 

and simplicity. 

Even though the system is easy to implement, a lot of 

time was spent in modeling the physical components and 

to generate a complete mathematical model. The cost 

savings of the basic system when incorporating a good 

control strategy exceeds 20%. 

2.2. Multi-Rooms Modeling 

The model that we will adopt assumes heat losses 

through side walls, doors, windows, ceiling...etc., and all 

these factors were combined in the value of overall heat 

transfer coefficient 'U'. Then it is easy to show that the 

following differential equations will govern the heat 

distribution in the in a two room system. Note that the 

walls are well insulated in the sides.    Modeling the first 

room will result in the following DE 

   )()()( 21011
1

1 tTtTkTtTk
dt

dT
mCQ ap   

Modelling the second room will generate the second 

coupled differential equation. 

   )()()( 12012
2

2 tTtTkTtTk
dt

dT
mCQ ap   

Where, Q1 is the input power for the first room, Q2 is the 

input power for the second room, m is the mass of air 

inside the room, Cp is the specific heat of air, T1 is the 

first room inside temperature, and T2 is the second room 

inside temperature, U is the overall heat transfer 

coefficient, A is total area through which heat loss 

occurs, and Ta ambient temperature. 

    Also, for losses calculations use  UAK   and  

mCR p . 

` 

 

 

 

 

 

 

 

 

 

 

           Figure 2: Energy flow for double room space 

 

    At this level we are ready to derive a complete 

mathematical model for a full house model. A 

representative house is depicted in Figure 3; this house 

consists of twelve rooms. This mathematical model is 

similar to the two room model and it is not included here 

to save space, however interested readers are referred to 

the FFF technical report [15]. 
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                   Figure 3: Full house rooms’ layout plan view 

 

    The temperature distribution over time (system 

response) for the individual rooms is fully depicted in 

Figure 4. Step power input is used to perturb the 

temperature in the rooms. 

 

2.3. Heating Equipment Modeling 

In this part we shall shed more light on the central 

heating equipment modeling. Basically, we will look into 

modeling of radiators, boiler and burner, and solar 

system. The interaction of these components with the 

house model that we have derived in the previous section 

will create a simulated response of the system. 

 

Rontal Radiator: We'll use data of commercially 

available radiators (Metalco, Jordan) which provided the 

power supplied by each radiator type with a correction 

factor relative to the temperature difference. The formula 

is approximated as a linear relationship as follows: 

between 50 -70 C
o
: Correction Factor = 0.025 * ΔT - 0.5 

Also, for values above 70 use correction Factor=1.1 and 

below 50 use correction Factor=0.5. 
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Table 1: Radiator correct factor 

 

   It turns out such a simple model does not capture the 

dynamics changes of temperature properly. Instead the 

following model is used: 

 

dt

dT
Cpm

TTCpmTTCpmTTAU

r

refrrrefbrrrr  )()()( 
 

 
Where, Ur is overall heat transfer coefficient between the 

radiator and the room, Ar is the effective area for 

convection in between the room and the radiator, Tr  is 

the temperature of the outlet of the radiator, T is the 

room temperature, Tref is the reference temperature, rm  

is the mass of water inside the radiator,  rm is the mass 

flow rate of water inside the radiator, and Cp is the 

specific heat of water. 

 

Boiler and the Burner: To derive the model of the 

boiler one may take a control volume around the boiler. 

The governing equation of the boiler becomes 

 

dt

dT
Cpm

TTCpmTTCpmTTAU

b

refbbrefrbbgbb  )()()( 
 

 

 

 

 

 

 

 

 

 

 

Figure 4:  Full house response due to step input 

 

Where, Ur is the overall heat transfer coefficient between 

the hot gases and the water inside the boiler, Ar is the 

effective area for convection between the hot gases and 

water inside the boiler, Tr  is temperature of the outlet of  

the radiator, Tb  is the temperature of the outlet of the 

boiler, Tg is the temperature of the hot gases, T is the 

room Temperature, Tref is the reference Temperature, 

bm  is the mass of water inside the boiler, bm is the mass 

flow rate of water inside the boiler, and Cp is the specific 

heat of water. 

    It must be kept in mind that the temperature of water 

returned from each radiator is proportional to the mass 

flow rate in each radiator, and in order to find the 

temperature of the return line we should make a 

weighted sum of all temperatures, this can be done as 

follows: 

b

nnr

r
m

mT
T






)(

)(
 

Where, bm  is the total mass flow rate, nm is the mass 

flow rate in radiator (n), T(r)n is the temperature of  

returned water from the radiator (n), and T(r) is the 

temperature of  return water.  

 

Solar System: The solar system consists of a heat 

exchanger and the solar collectors. The governing 

equations for these components are as follows, 

respectively: 

 

dt

dT
CmTTCmTTAU

TTCmTTAU

m

pexbmrpbmhexex

chpmhexex





)()(

)()(




 

 

Where, cm is the mass flow rate for the collector,  

bm  is the mass flow rate for the boiler, cm is the mass 

of water in the collector, cT is the temperature of water 

at the inlet of collector, hT is the temperature of water at 

the outlet of collector, Cp is the specific heat of water, 

Tref  is reference Temperature, solarq  is the heat gain by 

the collector, aT  is the ambient temperature, TG  is the 

irradiance for tilted surface,   is the collector’s 

efficiency, cU  is the overall heat transfer coefficient 

between collector and atmosphere, cA  is the collector 

area, exU is the overall heat transfer coefficient between 

heat exchanger and accumulator, exA  is th area for heat 

exchanger, and mT  is the temperature water leaving the 

solar system and entering the boiler. 

 

     

dt

dT
Cm

TTAUqTTCmTTCm

h

pc

ahccsolarrefhprefcpc  
 

 

Where, cTsolar AGQ   

 

   In this work, we have used the Gobi Solar Collectors 

because all needed parameters were readily available 

from the manufacturer. Total power captured from the 

sun is given as  qsolar = ή G A 

Temperature Difference 54 56 58 60 62 

Correction Factor 0.85 0.9 0.95 1 1.05 
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Where, G is the absolute radiation from the sun per unit 

area, ή is the collector’s efficiency, and A is the total 

area of the solar collectors. 

   The efficiency equation is used as supplied from the 

manufacturer 

 

ή = 0.7255 - 0.5633 (ΔT/G) -   0.0022(ΔT
2
/G) 

ΔT = Tc – Ta 

Where, Tc is temperature of the water entering the solar 

collectors array and Ta is the ambient Temperature. 

 

Domestic Hot Water (DHW): The governing equations 

of this system are derived below, it should be borne in 

mind that it is assumed that the circulation of the solar 

system water occurs through either the Solar to DHW 

heat exchanger or Solar to boiler heat exchanger. Please 

note that we have included an electric heater in the 

derivations for future work. 

 

   

   

 

dt

dT
Cm

TTCmQQQ

TTAUTTCmQ

TTAUTTCmQ

DHW

pDHW

DHWcitypDHWDHWeDHWbDHWs

DHWbDHWbDHWbrbprDHWb

DHWhDHWsDHWschpWDHWs


















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Where, DHWsQ  ia the power from the solar system to the 

DHW cylinder, DHWbQ  is the power from the boiler 

system to the DHW cylinder, DHWeQ  is the power from 

the electric heater system to the DHW cylinder, Wm is 

the mass flow rate through the solar-DHW circuit, 

)13(rm is the a portion of the boiler’s total mass flow rate 

which is the mass flow rate through boiler-DHW circuit, 

DHWm is the mass flow rate from DHW cylinder to the 

house which represent hot water usage, DHWm is the 

mass of water inside DHW cylinder, DHWsU  is the 

overall heat transfer coefficient of the solar-DHW heat 

exchanger, DHWbU  is the overall heat transfer 

coefficient of the boiler-DHW heat exchanger, 

DHWsA  is the area of the solar-DHW heat exchanger 

through which convection occurs, DHWbA  is the area of 

the boiler-DHW heat exchanger through which 

convection occurs, 
cT
 is the temperature of water at the 

inlet of collector, 
hT
 is the temperature of water at the 

outlet of collector, DHWT is the temperature of water at 

the outlet of DHW cylinder, cityT  is the temperature of 

water at the inlet of DHW cylinder, Tr   is the temperature 

of the outlet of the radiator, and Tb  is the temperature of 

the outlet of the boiler. 

   Figure 5 illustrates the main components of the 

simulated system, while Figure 6 depicts the actual 

implementation of the hybrid system. 

 

 

2.4. Hybrid System On/Off Control 

The control strategy adopted in this work is a basic 

ON/OFF control algorithm that depends on measuring 

the difference between certain temperatures and 

actuating certain devices in accordance. The idea was to 

tested and verify the developed system mathematical 

model using simulation. The full verification of the 

model is deferred in another paper, which utilizes 

hardware to validate the model. The flow chart depicted 

in Figure 7 summarizes this simple control strategy. 

Figure 8 illustrates the controller actions in heating a 

single room over a day period. At start, the controller 

turns ON the burner and the radiators’ circulation pump 

to start heating the room; since room’s temperature is 

less than the set point by the specified switch ON 

differential. The solar collector’s pump is ON as well; 

since the difference between the inlet and the outlet 

temperatures of the collector is greater than the switching 

differential. A while later the controller turns OFF the 

burner and the radiators’ pump but the collector’s pump 

is still ON. 

 

2.5. Conclusions 

   The model was tested on real radiation data and 

provided information about the use of solar energy. The 

savings were estimated to be approximately 25% of the 

energy used for heating (using Diesel alone). This is 

totally dependent not only on the weather conditions but 

also on the operating hours; operating the system during 

day time will save a lot of energy; on the other hand 

operating the system during night only is very costly. 

Thus for people who don't stay at home during day time 

and with the absence of powerful energy storage 

equipment this system will not exploit the use of solar 

energy fully. 

   We have tested a lot of  operation schemes during 

different weather conditions, if the system was operating 

all day long the savings will reach about  5-10%, 

however if it was used during day time the savings will 

reach about 25-30%, obviously the savings will be trivial 

if the system operated during night only. 

The model provided a good test-bed for controllers 

design. However, the proposed model needs to be 

validated using complete real measurements not just real 

radiation data. This stepped is deferred for future work. 
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Figure 8: Single room system’s response using real data for one day 
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Abstract: - The article deals with the current population’s quality of life standard. It compares the relation 

between the beginning and the end of university studies and between university students of two regions – the 

country capital Prague and the regional capital Hradec Králové. It follows up Vital Mind project which was 

going on at FIM UHK. It presents the results of the research carried out in 2010-2015 as a part of students’ 

projects. A total of 156 university students participated in the study. It was conducted in four groups of 

respondents. To assess the quality of life standard the method of subjective questioning SEIQoL based on 

a guided interview was used. The study provides an original newly created application for the electronic 

completion and evaluation of the questionnaire. 

 

 

Key-Words: - Database, life satisfaction, methods of mental health diagnostics, online application, quality of 

life, university students. 

 

1 Introduction 
Life satisfaction, an important indicator of positive 

psychological well-being, has been defined as 

a cognitive evaluation of one’s overall life or 

important domains [1]. This study focuses on the 

life satisfaction of university students of two regions 

– the country capital Prague and the regional capital 

Hradec Králové. 

Although the few studies of young people have 

revealed similar findings, most studies have used 

small-scale samples, limiting their generalization 

[2].  

The studies have suggested that most youth 

experience positive, overall life satisfaction. 

However, some studies revealed significant, 

although small differences related to gender, 

ethnicity, and socioeconomic status [3]. Most 

studies employed global measures, failing to 

differentiate among life satisfaction domains [4]. 

One exception involved a study of 5545 high 

school students in South Carolina, U.S.A. Most of 

these high students reported positive life 

satisfaction, with respect to global and domain-

specific life satisfaction. Although small, race and 

gender effects emerged for specific domains. 

Further, a significant number of students reported 

considerable dissatisfaction with school 

experiences, suggesting particular concerns for this 

major life domain. Given differences in cognitive, 

social and emotional functioning in early (versus 

later) adolescence, it is possible that the levels and 

correlates of life satisfaction differ across the two 

age groups. Thus, large-scale studies of life 

satisfaction of the adolescents are needed. [4] 

The Vital Mind project at FIM UHK [5] and the 

issues that are studied in it can be included in the 

area of Mental Hygiene which is currently heavily 

involved with methods of mental health diagnostics.  

These methods focus on the area of overall life 

satisfaction (in particular the satisfaction in 

a relationship, family and personal life satisfaction) 

and then on the state of vitality, the overall feeling 

of health.  In contrast there are presented the states 

of anxiety, serious problems in life crises or 

emotional problems and states of depression. Other 

monitored areas include the ability of self-control 

and the state of social health, characterized 

primarily by the number of closed friends, 

frequency of social contacts and the possibility to 

discuss one’s personal problems with close friends. 

Considering the mentioned overview of the subjects 

and the mental hygiene focus we can conclude that 

most of the matters studied by this discipline belong 

to the issues of Psychology of health. [6] 

Mental hygiene and psychology of health thus 

target empirically detectable and experimentally 

observable phenomena which relate to strengthening 

and maintaining mental health. So we approach the 
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selected subject of our study from the position of 

a wider, holistic concept of a complex human, 

including ethical issues of human existence and 

quality of life.    

The concept “Quality of life” can be traced back 

to the Greek philosopher, Aristotle. He described 

quality of life in terms of the concept of happiness, 

experienced when everything works well and the 

soul is satisfied. Since “life” is the thing everyone 

leads, pursues and is concerned about, quality of life 

has been studied extensively. [7] 

In the last decades there has been a growing 

interest towards the concept of “Quality of Life” 

(QoL), not only in the bio-medical field, but also in 

other areas, such as sociology, psychology, 

economics, philosophy, architecture, journalism, 

politics, environment, sports, recreation and 

advertisements. Nevertheless QoL does turn out to 

be an ambiguous and elusive concept – a precise, 

clear and shared definition appears to be a long way 

off. [8] 

The quality of life can be defined from various 

points of view. According to the World Health 

Organization WHO the quality of life is the answer 

to the question, how a person perceives his/her 

position in life in the context of his/her culture and 

value system. It also takes into account the 

objectives, expectations and standards of a person. 

[9] 

WHO recognizes six basic aspects of the quality 

of life: physical aspect and the level of autonomy 

(the assessment of the amount of physical fatigue, 

pain, mobility, dependence on medical assistance, 

ability to work), psychological health and 

intellectual realm (self-concept and self-esteem, the 

ratio of negative and positive experience, the 

function of thinking, memory and the ability to 

concentrate, but also personal faith and spirituality), 

social relationships (personal relationships, intimate 

life, sources of wider social support) and the 

environment (financial sources, accessibility of 

medical and social care, conditions of home 

environment as well as external  physical conditions 

– climatic conditions, amount of pollution, noise). 

[9] 

The quality of life can be considered at different 

levels [10] – at macro-level we study the quality of 

life of large social units (people of a particular 

country), at meso-level we are interested in the 

quality of life of small social units (students at 

university). The third personal level monitors 

directly the life of an individual – here the subject of 

study of the quality of life can be a person’s way of 

experiencing and thinking, his/her attitudes, needs 

and wishes, self-evaluation or the amount of self-

realization. Also negative aspects can be included in 

this level (the amount of pain during an illness, 

emotions of sadness during a personal crisis or life 

trauma).  

The quality of life can also be viewed from the 

objective or subjective perspective. While the 

objective aspect reflects the living conditions of 

a particular person (state of health, socio-economic 

status), the subjective aspect constitutes the amount 

of his/her personal well-being and life satisfaction. 

To assess a man’s quality of life it is important to 

know the value system of an individual and his/her 

different expectations. We also have to know in 

detail to what extend his/her expectations are in 

accordance with the reality of life seen from the 

subjective point of view, this means the way his/her 

life is going on in reality. In connection with that 

positive psychology emphasizes the importance of 

seeking and understanding the factors which 

contribute to a good, meaningful life and human 

happiness [11]. 

In the Czech Republic the issues of measuring 

the quality of life are dealt with by J. Křivohlavý 

[10], [12] in his works. He introduces three basic 

groups of methods used in measuring the quality of 

life – objective (e.g. verbal evaluation according to 

given criteria), subjective (an interview, a self-

evaluating questionnaire) and mixed (a combination 

of previous two groups). The majority of methods 

are designed for the adult population, however there 

are also quantitative and qualitative methods for 

detecting children’s and adolescents’ quality of life.  

The original concept of optimal experience was 

presented by M. Csikszentmihalyi [13]. He 

proposed the term flow – immersing oneself in an 

activity. According to this concept a good and 

happy life is characterized by the frequency and 

intensity of the flow experience, complete 

immersion in what we are currently doing, devotion 

to a present moment. Happiness is not an accidental 

state dependent on external conditions but an 

internal process which we can cultivate and 

maintain – “being able to be happy”. The quality of 

life here is closely related to the ability to control 

one´s consciousness and the art of establishing 

internal harmony. From our life we deliberately 

remove obstacles that prevent us from the feeling of 

inner fulfilment. It is about the ability to get the 

most pleasure and satisfaction in everything we do. 

The summarising results of numerous scientific 

studies on the subject of human satisfaction and 

happiness [11], [14], [15], [16] imply that the 

happiest people: 
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 spend a lot of time with their loved ones, family 

members and friends and they maintain good 

relationships with them  

 feel and express their gratitude for everything 

they have   

 offer their help willingly and responsively when it 

is needed  

 see their future optimistically  

 can enjoy and relish the good things that the 

present moment brings  

 are physically active, they usually do regular 

exercises  

 have their long-term  objectives and plans   

 naturally also face problems and experience 

conflicts and discomfort but they manage to get 

over difficult periods in their life more easily 

because they are able to learn from them   

Huebner, E. Scott says, that for life satisfaction 

are important five specific domains – family, 

friends, self, school and living environment. [17] 

 

 

2 Methodology of research   
The case study of this work focused on the quality 

of life uses the questionnaires of SEIQoL method. 

This method gives an insight into the individually 

perceived quality of life. Its principle lies in the fact 

that the respondent is asked about five most 

important areas in his/her life. The examples of the 

areas are health, family and education. The person 

selects the areas that make him/her happy, goals 

he/she wants to achieve. Important life goals which 

a person is aimed at and to achieve them he/she uses 

smaller goals. [18]  

SEIQoL method – The Schedule for the 

Evaluation of Individual Quality of Life was created 

in 1994 [19]. It is characterized by five principles:  

 defining the qualities of life by a respondent  

 a respondent’s evaluation of his/her life  

 determining the importance of individual aspects 

by a respondent  

 the evaluation is relevant at a given time and at 

some other time respondent can indicate different 

values and aspects  

 the aspects indicated by a respondent can be 

medical, psychological or any other aspects  

During the evaluation five most important 

aspects of life are taken into account and the less 

essential ones are not mentioned. The aspects 

represent respondents’ life goals. That is what they 

live for, what makes their life better, what gives the 

meaning to their life, what they hope for and aim all 

their energy at. At the same time we detect what 

importance is given to these aspects by 

a respondent.   

The most suitable way of detecting is the 

analysis of subjective views and conviction that is 

judgement analysis. In the interview with 

a respondent the questioner helps to define the 

importance of the aspects.  

Later the authors derived a simplified way called 

SEIQoL-DW (DW means direct weighting) where 

a five-colour disc is used (see Fig. 1). The 

respondent indicates the importance of the aspects 

by shifting the sectors. The bigger a sector is the 

bigger importance it has.  

 

Fig. 1 colour disc of SEIQoL-DW method [20] 

Compared to the work with the colour disc the 

division of a hundred percent scale into 

corresponding sections requires bigger amount of 

imagination and calculation. There is also the option 

to talk to respondents and leave the completing itself 

up to them. There is no tendency to influence or 

direct respondents, so they do not feel the need to 

make themselves better during the interview.   

An individual completing is suitable in 

a collective research when individual interviews 

would take too much time. Here after completing 

the questionnaire the researcher can ask additional 

and specifying questions.    

A. M. Hickey [20] and his team say that the 

SEIQoL method is generally applicable and highly 

valid. He also presents the difference between the 

fully-fledged method and the simplified Direct 

Weighting. DW measures only the areas which the 

respondent realizes in comparison with the fully-

fledged method measuring also implicit elements 

which are not realized by a respondent.        

The quality of life was first monitored among 

sick patients. Thus the result showed the idea of 

a patient’s view of his/her life in the period affected 

by the illness. At the same time it was possible to 

follow the development during the illness. But if a 

researcher is interested in a general quality of life of 
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the studied group, the result can be distorted by 

worsened cognitive abilities. It is true that 

judgement analysis is the most suitable way of 

detecting a respondent’s preferences, however, due 

to its routine clinical use the authors have come up 

with the direct weighting (SEIQoL-DW), which is 

not as demanding for the patients with limited 

cognitive abilities [19]. 

It is important to point out that the SEIQoL 

method is used primarily for individual diagnostics 

of the selected person’s situation. It is not suitable to 

apply it to large units when a social phenomenon or 

a human characteristic in the society is studied. It is 

possible to use the method to compare two groups 

of respondents. We either study one group in the 

range of time delay or two groups that differ in 

a specified feature. 

 

 

2.1 SEIQoL method 
SEIQoL method is conducted in the form of a semi-

structured interview. First the questioner has to find 

out the most important areas in the respondent’s life. 

To make it easier the researchers demand 5 areas 

bearing in mind the fact that the areas represent the 

most important ones and thus they should reflect the 

quality of respondent’s life sufficiently.  

Doing so the questioner has to be aware of a few 

pitfalls. The respondent does not choose specific 

objects or people. If the respondent mentions his 

wife as one of the areas important in his life, the 

questioner’s role is to ask what in particular makes 

his life happy in connection with his wife. The 

answer will probably indicate the meaning of 

sharing time with the beloved person and it is 

suitable to enter the term “marriage” into the 

questionnaire. The questioner should avoid 

influencing the respondent, direct or unintentional 

inciting him/her or presenting examples in a larger 

extent than it is necessary.  The respondent gives 

his/her five areas according to which he/she 

evaluates his/her life. The questioner’s role is to find 

out by using suitable questions whether they are 

really those most important areas thanks to the 

respondent feels happier or because of which he/she 

is not in a good psychological condition. For 

example, the respondent can claim that one of the 

essential areas is religion. As a matter of fact the 

respondent does not mind the faith itself but he/she 

appreciates the sense of security that the religion 

gives him. Before both of them move to the part of 

evaluation the respondent should definitely know 

what he/she will be evaluating. For example, if the 

respondent selects work as one of his life themes, 

the following evaluation may be influenced by the 

fact that work is important for the respondent but 

he/she receives insufficient financial reward for 

doing the work. The questioner can help the 

respondent to clarify his/her thoughts but the final 

decision is up to the respondent.          

In the situation when the principal areas 

determining a person’s quality of life are selected 

the respondent is asked to define how he/she is 

satisfied with each of the areas. The respondent 

identifies the amount of satisfaction with 

a particular area which is expressed as a percentage. 

The questioner ought to make sure that the 

respondent really expresses the current perception 

of satisfaction with the entered areas and does not 

think about the importance of the given areas 

instead. 

The next step is determining the importance of 

the given five areas. We ask the respondent to 

allocate to each selected area a corresponding 

amount out of one hundred percent. The use of the 

disc divided into five sectors (see Fig. 1) is easier 

for the respondent. Each sector has a different 

colour and they are movable – overlapping. By 

shifting the sectors the respondent indicates the 

importance of each area which can be transferred 

into numeric values thanks to the scale along the 

perimeter of the disc. As in the previous step the 

questioner assures that the respondent really states 

the personal importance of the selected areas. 

In the end we ask the respondent to identify the 

amount of satisfaction with his/her life in general. 

The best way how to do it is to prepare a line 

(“thermometer”) where the respondent marks the 

place which according to him/her reflects his/her 

current life situation. To enable the respondent to 

have a better idea about the significance of the line 

it is suitable to tilt it at the angle of forty five 

degrees with the left end at the bottom and the right 

end at the top. 

The assessment of the questionnaire answers is 

carried out by the following calculation. The 

satisfaction with the first life area is multiplied by 

the importance of the first life area. The same 

calculation is done for the other four areas.  These 

five results are added up and the total is divided by 

one hundred. This way the value between zero and 

one hundred is obtained and it can be presented as 

a percentage value of the quality of life. If 

everything is in order, the result should not differ 

too much from the value which the respondent 

marked on the “thermometer“ at the end of the 

questionnaire when he/she was evaluating the 

overall quality of his/her life. [10] 
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3 Results of research  
 

3.1 Group of respondents 
For the case study the data from four target groups 

were collected – university students at the beginning 

and at the end of their studies and university 

students of two regions – the capital Prague and the 

regional capital Hradec Králové. 156 people in total 

took part in the survey and completed the 

questionnaire:    

 university students at the beginning of their 

studies: 30 students (age from 20 to 21) 

 university students at the end of their studies: 30 

(age from 23 to 24) 

 university students from Prague: 30 (age from 20 

to 25) 

 university students from Hradec Králové: 30 (age 

from 20 to 25) 

 university students from previous (2010-2012) 

research: 36 

3.2 Graphic processing of results and data 

interpretation   
 

3.2.1 Prague vs. Hradec Králové  

Firstly we will compare the ranking of life values as 

it was done by students from the capital Prague and 

the regional capital Hradec Králové. 

Students in both surveyed cities placed 

traditional values such as family, studies, friends 

and work in the first four positions and in Hradec 

Králové family was selected as the most important 

life theme even by all respondents.   

Life theme Selected Life theme Selected

family 90% family 100%

studies 77% friends 67%

friends 70% studies 60%

work 63% work 60%

partner relationship 47% health 53%

health 43% sport 23%

money 30% money 20%

sport 17% free time 17%

interests 7% hobbies 13%

travelling 7% partner relationship 13%

Prague Hradec Králové

 

Fig. 2 comparison of value system of students from 

Prague and Hradec Králové 

From the fifth position on, the values vary both 

in the percentage representation and in the 

preference order. Prague students prefer more 

partner relationship (fifth position) which is placed 

by Hradec students as far as in the tenth position. 

Students from Prague also included travelling 

among the most preferred life values (see Fig. 2)    

 

3.2.2 Beginning vs. end of studies 

The following comparison shows the progression of 

preference development by the age of students, 

among the first year students at the age of 20-21 and 

students of the last third year of studies at the age of 

23-24 (see Fig. 3).    

Life theme Selected Life theme Selected

family 83% family 83%

school, education 67% school, education 63%

work 47% work 57%

financial security 43% health 53%

own housing 37% friends 50%

travelling 37% hobbies 33%

be happy 33% own housing 30%

friends 30% career 30%

health 27% travelling 27%

occupation 27% money 23%

1st year 3rd year

 

Fig. 3 comparison of value system of first year students 

and students of the last year of studies 

Preferences of life values in both groups are 

identical in the first three positions: family, 

education and work. The values show that students 

at the beginning of their studies are primarily 

concerned about financial security and own housing, 

while at the end of studies they realize the value of 

their health and the importance of contacts with 

friends.     

Money was shifted as far as the tenth position by 

senior students due to the fact that these students 

usually earn their own money and they do not have 

to rely on financial backing from their parents. First 

year students prefer the theme of travelling more 

than already quite settled students of the third year.  

With advancing age the importance of permanent 

employment and career growth increases. More 

senior students already realize the degree of 

seriousness connected with the choice of their future 

profession.  

 

3.2.3 Year 2012 vs. 2015 

Now there will be compared the results of 

a previous research, which was conducted in the 

years 2010–2012 with 36 university students [21], 

and the current research from the years 2013–2015, 

where the total of 120 students participated. Thus 

the overall number of students who were 

considering their value system is 156 (see Fig. 4).  
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Life theme Selected Life theme Selected

family 78% family 89%

self-improvement 61% school, education 67%

partner 53% work 57%

health 42% friends 54%

work 39% health 44%

friendship 36% money 28%

money 31% love 23%

peace of mind 19% travelling 18%

career 19% own housing 17%

entertainment 14% hobbies 14%

2010-2012 2013-2015

 

Fig. 4 comparison of students’ value system from the 

researches in years 2010-12 & 2013-15  

When comparing identical researches among 

university students in 2012 and 2015 the first 

position is permanently held by the traditional value 

of family. The second position is occupied by the 

value of self-development and education. Other 

positions are represented by the same values but in 

different order.    

The value of health has the constant rate of 

preferences (42% and 44%) and the value of money 

has the rate slightly decreasing (31% => 28%). 

Newly the value of own housing occurs in the 

research. It was not represented among the first ten 

values at all but nowadays it is a concern for 17% of 

respondents and also the value of travelling is newly 

added by 18% of respondents.   

The importance of close relationship held 

a significant 3rd position in the previously 

conducted research while in the current group of 

students it occurs in the 7th position.  

 

3.2.4 Satisfaction with life 

When assessing the quality of life the SEIQoL 

method [10] enables to find out also the subjective 

perception of life satisfaction. Thus students in the 

2012-2015 research could totally evaluate their 

feelings, attitudes and fulfilled wishes in the certain 

moment of their life. (120 respondents in total, see 

Fig. 5)     

Estimate Reality Difference

Hrade Králové 76,0% 67,8% 8,2%

Prague 82,5% 76,7% 5,8%

1st year 68,6% 58,9% 9,7%

3rd iear 67,7% 57,9% 9,8%  

Fig. 5 comparison of estimated and real life satisfaction 

among four different groups in the 2012-2015 research   

On an imaginary thermometer (Amount of 

satisfaction with life - see Fig. 6) the perception was 

recorded in the range from pessimistic, negative to 

optimistic, positive life-tuning (so called the state of 

well-being). Looking at Fig. 5 we can say that 

students from Hradec Králové have the estimated 

rate of life satisfaction by 8.2% higher than the real 

rate. Students from Prague have this rate higher by 

5.8%. It means that in both cases predominantly 

optimistic mood of university students has been 

proved.  

This fact is also confirmed in the students who 

start studying as well as students finishing their 

university studies – in this group of students the 

estimated reality differs more from the real one (by 

9.7% and by 9.8%) in comparison with the group of 

students from the selected cities.  

 

 

3.3 Summary of research results  
In the area of life values preferences surveyed 

students from both cities prefer the identical 

traditional values of family, studies, friends and 

work in the first 4 places. In Hradec Králové family 

was selected the most important life theme even by 

all respondents.     

When comparing the situation at the beginning 

and the end of university studies the preference of 

values in the first three positions is the same – 

family, education and work. The results show that 

students at the beginning of their studies are mainly 

concerned about financial security and own 

housing, while at the end of their studies they realize 

the value of their health and the importance of 

contacts with friends.    

In the group of senior students the value money 

occurs as far as in the tenth position which is related 

to the fact that these students mostly earn their own 

money and thus are not dependent only on financial 

security from their parents. The first year students 

prefer travelling more than already rather settled 

students of the third year. With the advancing age 

the importance of permanent job and career growth 

is also increasing. More senior students are more 

aware of the degree of seriousness when they 

choose their future profession.    

When identical researches in university students 

from the years 2012 and 2015 are compared the 

traditional value of family permanently occurs in the 

first position. The second position is occupied by 

the value of self-development and education. Other 

positions are represented by the same values but in 

a different order. The value health has a constant 

rate of preferences (42% and 44%) and the value 

money has a slightly decreasing rate (31% => 28%). 

Newly the value of own housing occurs in the 

research. Previously it was not represented at all 

among the first ten values but nowadays 17% of 

respondents are concerned about it, and the value 
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travelling is also newly included by 18% of 

respondents. 

The importance of close relationship had 

a significant third position in the previously 

conducted research, while in the current group of 

students it occurs as far as in the seventh position.  

The applied SEQoL method enabled to record 

the perception of life satisfaction on an imaginary 

thermometer in the range from pessimistic, negative 

to optimistic, positive life mood (so called state of 

well-being). Students from Hradec Králové show 

the higher estimated rate of life satisfaction. It is by 

8.2% higher than the real rate. Students from Prague 

show this estimated rate higher by 5.8%. Thus it 

means that in both cases we can prove 

predominantly optimistic mood of university 

students.  

This fact is also confirmed by students who start 

their university studies and those who finish them – 

however the estimated reality differs more from the 

real one in this group of students (by 9.7% and by 

9.8%) – in comparison with the same group from 

selected cities.   

 

FORM TO FIND OUT ABOUT QL BY MEANS OF SEIQoL METHOD 

   First name and surname:                   Today’s date:                   Year of birth: 

Importance of 

the theme in % 

Life theme – What are you after 

in life above all? (5 life goals) 

Amount of satisfaction in % 

(in each line from 0 to 100 %) 

 1.  

 2.  

 3.  

 4.  

 5.  

Total of percentage in all five lines in the left column must equal 100%. 

Amount of satisfaction with life: 

<---------|--------|--------|--------|--------|--------|--------|--------> 

 It is as bad as it is possible  It is as good as it can be 

Total value of QL: 

Total amount of satisfaction: 

Fig. 6 quality of life questionnaire [10] 

 

 

4 Application for self-testing 
Quality of life measuring by means of SEIQoL 

method is carried out under the assistance of 

a trained person who explains the procedure to the 

evaluated person, monitors the validity of all data 

and categorizes carefully described life themes 

(especially due to the subsequent statistical 

assessment). The assistance of this evaluator 

guarantees better accuracy but on the other hand it 

makes this test inaccessible to a random applicant. 

For this reason we have created an web 

application [22] for quality of life measuring via 

SEIQoL method, which can be used not only by 

professionals for their patients, clients and 

respondents, but also by anybody who is interested 

in trying out this quality of life test individually and 

just for themselves. It can be found on the address 

http://qol.alltest.eu/seiqol. 

 

 

4.1 Interface 
The interface of the application is user-friendly (see 

Fig. 7) and its use is clear immediately to more 

experienced users thanks to the brief captions of 

individual form elements. In case of difficulties in 

understanding there is more detailed help available 

under the icon . 

 

Fig. 7 application form for entering data 

As the data processing is immediate and fully 

automated, the user cannot select the life themes 

through an extensive description but he/she has to 

categorize them individually at once. That is why 

the menu of the previously entered categories of life 

themes is used instead of the common text box. 

However this menu also enables to enter an entirely 

new theme. During typing it filters and offers 

similar expressions (see Fig. 8) in order to minimize 

the possibility of duplicate entering the same themes 

under slightly different designations (e.g. “health“ 

and “state of health“). 
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Fig. 8 entering life themes with “insinuation” of 

previously entered categories  

Another critical step is the correct completion of 

importance weight of each life theme. At each 

importance weight it is entered the value that is to 

express this importance but their total must be 

exactly 100. This is to make the user think about 

his/her preferences and with consideration divide 

this limited number of points among the individual 

themes. The validation function of application 

secures that the total is really 100. This function 

does not allow to evaluate the form unless this and 

other data are entered correctly. Nevertheless not 

everyone is able to use independently the sufficient 

amount of imagination and divide these points 

appropriately. 

One of the variants of SEIQoL-DW method uses 

five-colour disc for this purpose (see Fig. 1). The 

respondent indicates the importance of the themes 

by shifting the sectors – the larger sector is set the 

higher importance the given theme has [20]. This 

application uses a similar functionality which does 

not enable to set sectors directly by means of colour 

disc. However, to make the division of points 

among the themes more illustrative the application 

draws the disc in the form of a pie chart (see Fig. 9). 

This happens during the process of completion 

without disrupting AJAX functions, immediately 

after all five themes have been selected and the 

value of their importance has been entered. This 

graphic representation thus helps the user get 

a better idea about the division of points and enables 

him/her to modify it afterwards. 

 

Fig. 9 pie chart illustrating importance of life themes 

 

4.2 Evaluation 
After completing all data correctly they are 

evaluated. The user’s satisfaction with life is 

calculated by means of SEIQoL method and it is 

compared with the result which the user estimated 

(see Fig. 10). The difference between both values is 

identified and verbally evaluated.   

 

Fig. 10 table evaluation of estimated and calculated life 

satisfaction 

Both values of satisfaction have their graphic 

representation in the disc diagram (see Fig. 11). 

Here we can see very well how the individual values 

are ranked in this scale and how they compare to 

each other. For better orientation the scale is at the 

same time divided into five basic zones which 

categorizing the quality of life according to the 

satisfaction with life.  

 

Fig. 11 graphic evaluation of estimated and calculated 

quality of life 

The difference between the estimated and 

calculated life satisfaction is also depicted. This 

difference has its significance and according to its 

extent it is included into an appropriate category 

expressing the user’s ability of self-evaluation. The 

extent of this difference and its categorization is 

illustrated by this picture (see Fig. 12).   
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Fig. 12 graphic evaluation of difference between 

estimated and calculated life satisfaction 

The data entered by users are simultaneously 

saved in a database. Then the user obtains 

a generated unique code added to the link where 

he/she can see his/her evaluation at any time later. 

Moreover the saved data will be used for their later 

statistical assessment and further research in this 

field. 

For the future we plan to extend the assessment 

of each measurement by adding the comparison of 

individual values with the averages of results from 

the other respondents. The user thus gets 

information how his/her values compare to those of 

the whole population, the same age group, the same 

sex, etc. 

 

 

5 Conclusion 
The search for answers to the question “How to lead 

a good life?” already occupied ancient philosophers. 

However, quality of life exploring started as late as 

in the 20th century. Currently there are three basic 

approaches to the quality of life. The economic 

approach reduces the quality of life to satisfying 

consumer preferences. The sociological approach 

equates the quality of life with the fulfilment of the 

idea about a desirable social development. 

According to the psychological approach the quality 

of life is defined on the basis of subjective ideas of 

individuals. Interdisciplinary approach to the quality 

of life and its research is desirable and it is 

nowadays applied mainly by various independent 

research centres – e.g. Australian Centre on Quality 

of Life, Quality of Life Research Unit and others. 

All the effort connected with recording the quality 

of life is socially beneficial because a high-quality 

life is the goal for each of us. 

Our research in university students at the age of 

20–24 confirmed the preference of traditional life 

values – family, education and work. The value of 

health has a constant rate of preference and the 

value of money shows a decreasing rate of 

preference. The values of own housing and 

travelling occur newly in the latter research. In the 

area of life satisfaction a predominantly optimistic 

mood of the surveyed students was proved, both of 

students from various university cities and of 

students beginning or finishing their studies. 

Until now measuring the quality of life by means 

of SEIQoL method has been going on only through 

the subjective questioning in the printed form and 

with the assistance of a questioner. Now a new 

application has been created. It enables to carry out 

this measurement in the electronic form and quite 

individually by a surveyed person. Another 

advantage is an immediate automated assessment 

with the possibility to compare one’s result with the 

other users of the application. Moreover, thanks to 

this form of data collection our research can be 

extended to a large number of other respondents. 
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