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Keynote Lecture 1 
 

On the Distinguished Role of the Mittag-Leffler and Wright Functions in Fractional Calculus 
 

 
 

Professor Francesco Mainardi 
Department of Physics, University of Bologna, and INFN 

Via Irnerio 46, I-40126 Bologna, Italy 
E-mail: francesco.mainardi@bo.infn.it.it 

 
Abstract: Fractional calculus, in allowing integrals and derivatives of any positive real order (the 
term "fractional" is kept only for historical reasons), can be considered a branch of 
mathematical analysis which deals with integro-di erential equations where the integrals are of 
convolution type and exhibit (weakly singular) kernels of power-law type. As a matter of fact 
fractional calculus can be considered a laboratory for special functions and integral transforms. 
Indeed many problems dealt with fractional calculus can be solved by using Laplace and Fourier 
transforms and lead to analytical solutions expressed in terms of transcendental functions of 
Mittag-Leffler and Wright type. In this plenary lecture we discuss some interesting problems in 
order to single out the role of these functions. The problems include anomalous relaxation and 
diffusion and also intermediate phenomena. 
  
Brief Biography of the Speaker: For a full biography, list of references on author's papers and 
books see: 
Home Page: http://www.fracalmo.org/mainardi/index.htm 
and http://scholar.google.com/citations?user=UYxWyEEAAAAJ&hl=en&oi=ao 
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Keynote Lecture 2 
 

Latest Advances in Neuroinformatics and Fuzzy Systems 
 

 
 

Yingxu Wang, PhD, Prof., PEng, FWIF, FICIC, SMIEEE, SMACM 
President, International Institute of Cognitive Informatics and Cognitive 

Computing (ICIC) 
Director, Laboratory for Cognitive Informatics and Cognitive Computing 

Dept. of Electrical and Computer Engineering 
Schulich School of Engineering 

University of Calgary 
2500 University Drive NW, 

Calgary, Alberta, Canada T2N 1N4 
E-mail: yingxu@ucalgary.ca 

 
Abstract: Investigations into the neurophysiological foundations of neural networks in 
neuroinformatics [Wang, 2013] have led to a set of rigorous mathematical models of neurons 
and neural networks in the brain using contemporary denotational mathematics [Wang, 2008, 
2012]. A theory of neuroinformatics is recently developed for explaining the roles of neurons in 
internal information representation, transmission, and manipulation [Wang & Fariello, 2012]. 
The formal neural models reveal the differences of structures and functions of the association, 
sensory and motor neurons. The pulse frequency modulation (PFM) theory of neural networks 
[Wang & Fariello, 2012] is established for rigorously analyzing the neurosignal systems in 
complex neural networks. It is noteworthy that the Hopfield model of artificial neural networks 
[Hopfield, 1982] is merely a prototype closer to the sensory neurons, though the majority of 
human neurons are association neurons that function significantly different as the sensory 
neurons. It is found that neural networks can be formally modeled and manipulated by the 
neural circuit theory [Wang, 2013]. Based on it, the basic structures of neural networks such as 
the serial, convergence, divergence, parallel, feedback circuits can be rigorously analyzed. 
Complex neural clusters for memory and internal knowledge representation can be deduced by 
compositions of the basic structures. 
Fuzzy inferences and fuzzy semantics for human and machine reasoning in fuzzy systems 
[Zadeh, 1965, 2008], cognitive computers [Wang, 2009, 2012], and cognitive robots [Wang, 
2010] are a frontier of cognitive informatics and computational intelligence. Fuzzy inference is 
rigorously modeled in inference algebra [Wang, 2011], which recognizes that humans and fuzzy 
cognitive systems are not reasoning on the basis of probability of causations rather than formal 
algebraic rules. Therefore, a set of fundamental fuzzy operators, such as those of fuzzy causality 
as well as fuzzy deductive, inductive, abductive, and analogy rules, is formally elicited. Fuzzy 
semantics is quantitatively modeled in semantic algebra [Wang, 2013], which formalizes the 
qualitative semantics of natural languages in the categories of nouns, verbs, and modifiers 
(adjectives and adverbs). Fuzzy semantics formalizes nouns by concept algebra [Wang, 2010], 
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verbs by behavioral process algebra [Wang, 2002, 2007], and modifiers by fuzzy semantic 
algebra [Wang, 2013]. A wide range of applications of fuzzy inference, fuzzy semantics, 
neuroinformatics, and denotational mathematics have been implemented in cognitive 
computing, computational intelligence, fuzzy systems, cognitive robotics, neural networks, 
neurocomputing, cognitive learning systems, and artificial intelligence. 
  
Brief Biography of the Speaker: Yingxu Wang is professor of cognitive informatics and 
denotational mathematics, President of International Institute of Cognitive Informatics and 
Cognitive Computing (ICIC, http://www.ucalgary.ca/icic/) at the University of Calgary. He is a 
Fellow of ICIC, a Fellow of WIF (UK), a P.Eng of Canada, and a Senior Member of IEEE and ACM. 
He received a PhD in software engineering from the Nottingham Trent University, UK, and a BSc 
in Electrical Engineering from Shanghai Tiedao University. He was a visiting professor on 
sabbatical leaves at Oxford University (1995), Stanford University (2008), University of 
California, Berkeley (2008), and MIT (2012), respectively. He is the founder and steering 
committee chair of the annual IEEE International Conference on Cognitive Informatics and 
Cognitive Computing (ICCI*CC) since 2002. He is founding Editor-in-Chief of International 
Journal of Cognitive Informatics and Natural Intelligence (IJCINI), founding Editor-in-Chief of 
International Journal of Software Science and Computational Intelligence (IJSSCI), Associate 
Editor of IEEE Trans. on SMC (Systems), and Editor-in-Chief of Journal of Advanced Mathematics 
and Applications (JAMA). Dr. Wang is the initiator of a few cutting-edge research fields or 
subject areas such as denotational mathematics, cognitive informatics, abstract intelligence 
(I), cognitive computing, software science, and basic studies in cognitive linguistics. He has 
published over 160 peer reviewed journal papers, 230+ peer reviewed conference papers, and 
25 books in denotational mathematics, cognitive informatics, cognitive computing, software 
science, and computational intelligence. He is the recipient of dozens international awards on 
academic leadership, outstanding contributions, best papers, and teaching in the last three 
decades. 
http://www.ucalgary.ca/icic/ 
http://scholar.google.ca/citations?user=gRVQjskAAAAJ&hl=en 
----------------------------------------- 
Editor-in-Chief, International Journal of Cognitive Informatics and Natural Intelligence 
Editor-in-Chief, International Journal of Software Science and Computational Intelligence 
Associate Editor, IEEE Transactions on System, Man, and Cybernetics - Systems 
Editor-in-Chief, Journal of Advanced Mathematics and Applications 
Chair, The Steering Committee of IEEE ICCI*CC Conference Series 
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Keynote Lecture 3 
 

Recent Advances and Future Trends on Atomic Engineering of III-V Semiconductor for 
Quantum Devices from Deep UV (200nm) up to THZ (300 microns) 

 

 
 

Professor Manijeh Razeghi 
Center for Quantum Devices 

Department of Electrical Engineering and Computer Science 
Northwestern University 
Evanston, Illinois 60208 

USA 
E-mail: razeghi@eecs.northwestern.edu 

 
Abstract: Nature offers us different kinds of atoms, but it takes human intelligence to put them 
together in an elegant way in order to realize functional structures not found in nature. The so-
called III-V semiconductors are made of atoms from columns III ( B, Al, Ga, In. Tl) and columns 
V( N, As, P, Sb,Bi) of the periodic table, and constitute a particularly rich variety of compounds 
with many useful optical and electronic properties. Guided by highly accurate simulations of the 
electronic structure, modern semiconductor optoelectronic devices are literally made atom by 
atom using advanced growth technology such as Molecular Beam Epitaxy (MBE) and Metal 
Organic Chemical Vapor Deposition (MOCVD). Recent breakthroughs have brought quantum 
engineering to an unprecedented level, creating light detectors and emitters over an extremely 
wide spectral range from 0.2 mm to 300 mm. Nitrogen serves as the best column V element for 
the short wavelength side of the electromagnetic spectrum, where we have demonstrated III-
nitride light emitting diodes and photo detectors in the deep ultraviolet to visible wavelengths. 
In the infrared, III-V compounds using phosphorus ,arsenic and antimony from column V ,and 
indium, gallium, aluminum, ,and thallium from column III elements can create interband and 
intrsuband lasers and detectors based on quantum-dot (QD) or type-II superlattice (T2SL). 
These are fast becoming the choice of technology in crucial applications such as environmental 
monitoring and space exploration. Last but not the least, on the far-infrared end of the 
electromagnetic spectrum, also known as the terahertz (THz) region, III-V semiconductors offer 
a unique solution of generating THz waves in a compact device at room temperature. 
Continued effort is being devoted to all of the above mentioned areas with the intention to 
develop smart technologies that meet the current challenges in environment, health, security, 
and energy. This talk will highlight my contributions to the world of III-V semiconductor Nano 
scale optoelectronics. Devices from deep UV-to THz. 
  
Brief Biography of the Speaker: Manijeh Razeghi received the Doctorat d'État es Sciences 
Physiques from the Université de Paris, France, in 1980. 
After heading the Exploratory Materials Lab at Thomson-CSF (France), she joined Northwestern 
University, Evanston, IL, as a Walter P. Murphy Professor and Director of the Center for 
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Quantum Devices in Fall 1991, where she created the undergraduate and graduate program in 
solid-state engineering. She is one of the leading scientists in the field of semiconductor science 
and technology, pioneering in the development and implementation of major modern epitaxial 
techniques such as MOCVD, VPE, gas MBE, and MOMBE for the growth of entire compositional 
ranges of III-V compound semiconductors. She is on the editorial board of many journals such 
as Journal of Nanotechnology, and Journal of Nanoscience and Nanotechnology, an Associate 
Editor of Opto-Electronics Review. She is on the International Advisory Board for the Polish 
Committee of Science, and is an Adjunct Professor at the College of Optical Sciences of the 
University of Arizona, Tucson, AZ. She has authored or co-authored more than 1000 papers, 
more than 30 book chapters, and fifteen books, including the textbooks Technology of 
Quantum Devices (Springer Science+Business Media, Inc., New York, NY U.S.A. 2010) and 
Fundamentals of Solid State Engineering, 3rd Edition (Springer Science+Business Media, Inc., 
New York, NY U.S.A. 2009). Two of her books, MOCVD Challenge Vol. 1 (IOP Publishing Ltd., 
Bristol, U.K., 1989) and MOCVD Challenge Vol. 2 (IOP Publishing Ltd., Bristol, U.K., 1995), 
discuss some of her pioneering work in InP-GaInAsP and GaAs-GaInAsP based systems. The 
MOCVD Challenge, 2nd Edition (Taylor & Francis/CRC Press, 2010) represents the combined 
updated version of Volumes 1 and 2. She holds 50 U.S. patents and has given more than 1000 
invited and plenary talks. Her current research interest is in nanoscale optoelectronic quantum 
devices. 
Dr. Razeghi is a Fellow of MRS, IOP, IEEE, APS, SPIE, OSA, Fellow and Life Member of Society of 
Women Engineers (SWE), Fellow of the International Engineering Consortium (IEC), and a 
member of the Electrochemical Society, ACS, AAAS, and the French Academy of Sciences and 
Technology. She received the IBM Europe Science and Technology Prize in 1987, the 
Achievement Award from the SWE in 1995, the R.F. Bunshah Award in 2004, and many best 
paper awards. 
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A Wave Diffraction Problem with Higher Order
Impedance Boundary Conditions

A. M. Simões
Center of Mathematics - University of Beira Interior (CM-UBI),

Department of Mathematics of University of Beira Interior,
6200-001 Covilhã, Portugal,

Email: asimoes@ubi.pt

Abstract—In this paper, we consider an impedance boundary
transmission problem for the Helmholtz equation originated by a
problem of wave diffraction by an infinite strip with higher order
imperfect boundary conditions. Operator theoretical methods and
relations between operators are built to deal with the problem and,
as consequence, a transparent interpretation of the problem in an
operator theory framework are associated to the problem. In particular,
different types of operator relations are exhibited for different types
of operators acting between Lebesgue and Sobolev spaces on a finite
interval and the positive half-line. All this has consequences in the
understanding of the structure of this type of problems. At the end,
we describe when the operators associated with the problem enjoy
the Fredholm property in terms of the initial space order parameters.

Keywords—Helmholtz equation, higher order impedance bound-
ary condition, Bessel potential space, convolution type operator,
Fredholm operator, Wiener-Hopf operator, wave diffraction.

I. INTRODUCTION

By using methods from operator theory, in this paper,
inspired by the work [14], we will consider a boundary-
transmission problem for the Helmholtz equation which arises
within the context of wave diffraction theory [3]–[5], [7]–[19],
[20], [21] and [24]–[28] on a finite strip [9], [10] and [15] with
impedance boundary conditions [7] and [9].

Was A. Sommerfeld the first one to consider canonical
boundary value problems for time-harmonic waves governed
by the Helmholtz equation in the famous work entitled Math-
ematische Theorie der Diffraction, [29]. Since then, a great
number of researchers have made such a study their priority
and a great number of different approaches have been pre-
sented and developed in the applied mathematics literature for
studying canonical problems of plane wave diffraction. The
most known and efficient methods and procedures to study
such kind of problems are based on the classical Wiener-Hopf
technique and the Maliushinets method [21], [28].

In the present work we will consider a Sommerfeld type
problem where the geometry comprises a strip facing higher
order imperfect boundary conditions. We want to understand
better what are the operators behind such a problem. Thus,
one of the main goals of the present work is the use of an
operator theoretical machinery that will translate the problem
into the study of properties of certain known types of operators
associated to the problem.

To be more concrete, we will consider Wiener-Hopf oper-
ators and convolution type operators on finite intervals with

semi-almost periodic Fourier symbol matrices. Convolution
type operators W on finite intervals I,

Wϕ(x) = cϕ(x) +

∫
I
K(x− y)ϕ(y) dy, x ∈ I.

are one-dimensional linear integral operators where the inte-
gration kernels K depend on the difference of the arguments
and the domain of integration as well as the range of the
independent variable are given by the same interval. In a
constructive way, we will obtain this type of operators in
Sobolev and Lebesgue spaces. This is because we will consider
the problem formulated between Bessel potential spaces and
defined with a complex wave number k which also allows a
certain freedom in the corresponding smoothness orders.

II. PRELIMINARIES AND FORMULATION OF THE PROBLEM

In this section we establish the notation and some pre-
liminary concepts in view of presenting the mathematical
formulation of the problem.

We denote by S (Rn) the Schwartz space of all rapidly de-
creasing functions and by S ′ (Rn) the dual space of tempered
distributions on Rn. As mentioned in the previous section,
we will develop our study in a framework of Bessel potential
spaces Hs defined by the elements ϕ ∈ S ′ (Rn) such that

‖ϕ‖Hs(Rn) :=
∥∥∥F−1(1 + |ξ|2)s/2 · Fϕ

∥∥∥
L2(Rn)

< +∞,

with s ∈ R and where F = Fx7→ξ is the Fourier transformation
in Rn defined by

(Fφ) (ξ) =

∫
Rn

eiξ·xφ(x)dx, ξ ∈ Rn.

For a given Lipschitz domain D, on Rn, by H̃s(D) we
mean the closed subspace of Hs(Rn) whose elements have
supports in D, and by Hs(D) the space of distributions on
D which have extensions into Rn belonging to Hs(Rn).
The space H̃s(D) is endowed with the subspace topology,
and on Hs(D) we introduce the norm of the quotient space
Hs(Rn)/H̃s(Rn\D). Throughout the paper we will use the
notation

Rn± := {x = (x1, . . . , xn−1, xn) ∈ Rn : ±xn > 0}.

Adopting cartesian axes Oxyz with the y-axis vertically
upwards, we will consider a perpendicular time-harmonic
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electromagnetic plane wave incident on a strip Σ in R3

where the material is considered to be invariant under the
z-axis direction. Thus, the geometry of the problem is two
dimensional and the strip will be therefore represented by

Σ :=]0, a[ for 0 < a <∞.

We are now in position to formulate our impedance bound-
ary conditions problem.

For Ω := R2\Σ and given n ∈ N0, we are interested in
studying the properties of an element u ∈ H1+ε(Ω), for some
ε ≥ 0, which satisfies the Helmholtz equation(

∂2

∂x2
+

∂2

∂y2
+ k2

)
u = 0 in Ω,

together with the impedance boundary condition{
p+u+

n+1 + q+u+
n = h+

p−u−n+1 + q−u−n = h−
on Σ, (1)

where the wave number k ∈ C is given, as well as the
impedance parameters p±, q± ∈ C,

u±n :=

(
∂nu

∂yn

)
|y=±0

denote the traces of u on the upper and lower banks of
Σ, respectively, and h± ∈ H− 1

2−n+ε (Σ) are arbitrarily given
elements. For instance, is well known that for n = 0 and n = 1
we have u±n as the traditional Dirichlet and Neumann traces,
respectively.

III. REDUCTION OF THE PROBLEM TO A SYSTEM OF
CONVOLUTION TYPE OPERATORS

In this section we will use operator techniques in view of
a characterization of the problem by means of finite interval
convolution type operators. In the next section, such character-
ization of the problem, will be used to present certain extension
methods in view to obtain corresponding operator relations,
between the operator related to the problem and new Wiener-
Hopf operators.

We will consider the densities ϑ and ϕ defined by[
ϑ
ϕ

]
=

[
u+

1 − u
−
1

u+
0 − u

−
0

]
∈ H̃− 1

2 +ε (Σ)× H̃ 1
2 +ε (Σ) .

For an integer j, it follows

u+
j = (−1)jF−1tj · Fu+

0

and
u−j = F−1tj · Fu−0 ,

where

t(ξ) = (ξ2 − k2)
1
2 = t+(ξ)t−(ξ)

with t± the squareroot functions

t±(ξ) = (ξ ± k)
1
2 = |ξ ± k|

1
2 e

1
2 i arg(ξ±k),

ξ ∈ R, with branch cuts Γ∓ = {±k ± it, t ≥ 0}, respectively,

arg(ξ − k) ∈
]
−3π

2
,
π

2

[

and
arg(ξ + k) ∈

]
−π

2
,

3π

2

[
.

Using these formulas, we can define an invertible convo-
lution operator

BΦB ,Σ := F−1ΦB · F

which maps H̃− 1
2 +ε (Σ) × H̃ 1

2 +ε (Σ) into H̃− 1
2−n+ε (Σ) ×

H̃ 1
2−n+ε (Σ) as

BΦB ,Σ

[
ϑ
ϕ

]
=

[
u+
n+1 − u

−
n+1

u+
n − u−n

]
, (2)

with Fourier symbol

ΦB =
1

2

[
(1 + (−1)n)tn (1− (−1)n)tn+1

(1− (−1)n)tn−1 (1 + (−1)n)tn

]
.

Now, by the use of (2), it is possible to rewrite the boundary
condition (1) as

CΦC ,Σ

[
u+
n+1 − u

−
n+1

u+
n − u−n

]
=

[
h+

h−

]
(3)

where we define a convolution type operator

CΦC ,Σ := rΣF−1ΦC · F

which maps the spaces H̃− 1
2−n+ε (Σ)×H̃ 1

2−n+ε (Σ) into the
spaces H− 1

2−n+ε (Σ)×H− 1
2−n+ε (Σ) with Fourier symbol

ΦC =
1

2

[
p+ − q+t−1 −p+t+ q+

−p− − q−t−1 −p−t− q−
]
. (4)

Throughout the paper, we are using rΣ to denote the
restriction operator to Σ ⊂ R and in the particular case of
rR+

we will simply write r+ for this restriction.

From (2) and (3), we obtain

CΦC ,ΣBΦB ,Σ

[
ϑ
ϕ

]
=

[
h+

h−

]
.

Our immediate goal will be to extend this last convolution
type operator on a finite interval into a convolution type
operator on the half-line. In view of this, we will need to
consider some extension operator relations.

IV. EXTENSION METHODS AND RELATIONS BETWEEN
OPERATORS

We will now perform some operator extension procedures
in view of obtaining corresponding operator relations between
the operators presented in the last section and new Wiener-
Hopf operators. These operator relations will be used in the
last section to study the Fredholm property of the operators
associated with the problem.

Definition 4.1: [15] Let us consider two operators

A : X1 → Y1

and
B : X2 → Y2,

acting between Banach spaces.
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(i) The operators A and B are said to be algebraically
equivalent after extension if there exist additional Ba-
nach spaces Z1 and Z2 and invertible linear operators

E : Y2 × Z2 → Y1 × Z1

and
F : X1 × Z1 → X2 × Z2

such that[
A 0
0 IZ1

]
= E

[
B 0
0 IZ2

]
F. (5)

(ii) If, in addition to (i), the invertible and linear operators
E and F in (5) are bounded, then we will say that
A and B are topologically equivalent after extension
operators, or simply say that A and B are equivalent
after extension operators, [1].

(iii) A and B are said to be equivalent operators in the
particular case when

A = EB F,

for some bounded invertible linear operators

E : Y2 → Y1

and
F : X1 → X2.

The above notion of topological equivalence after extension
relation is equivalente to the concept of matricial coupling [1].
We refer to [4], [6] and [15] for a discussion on the differences
between algebraic and topological equivalence after extension
relations between convolution type operators.

We will now apply some results of [6] to our convolution
type operator CΦC ,Σ.

Theorem 4.1: The convolution type operator CΦC ,Σ

with Fourier symbol (4) is algebraically equivalent after
extension to the Wiener-Hopf operator CΦC,R+

which
maps H̃− 1

2−n+ε(R+) × H̃ 1
2−n+ε(R+) × H̃− 1

2−n+ε(R+) ×
H̃− 1

2−n+ε(R+) into H− 1
2−n+ε(R+) × H 1

2−n+ε(R+) ×
H− 1

2−n+ε(R+)×H− 1
2−n+ε(R+) given by

CΦC,R+
:= r+F−1ΦC · F ,

and with ΦC being the Fourier symbol defined by

ΦC(ξ)=


e−iξa 0 0 0

0 e−iξa 0 0
1
2 (p+ − q+t−1(ξ)) 1

2 (−p+t(ξ) + q+) eiξa 0
1
2 (−p− − q−t−1(ξ)) 1

2 (−p−t(ξ)− q−) 0 eiξa

 .
So, there are Banach spaces X1 and Y1 and linear homeomor-
phisms E1 and F1 such that[

CΦC ,Σ 0
0 IZ1

]
= E1

[
CΦC,R+

0
0 IZ2

]
F1.

The proof is omitted in here because is a well-known result
addressed in [22]. For some generalizations see [6], [23].

Due to the use of the lifting procedure, and choosing
convenient auxiliary bounded invertible operators, we now

obtain a new operator relation for an operator acting between
Lebesgue spaces – which is presented in the next result.

We will use the notation L2
+ (R) := H̃0 (R+).

Theorem 4.2: The Wiener-Hopf operator CΦC,R+
defined

above between Bessel potential spaces is equivalent to the
Wiener-Hopf operator

ĈΦĈ,R+
:= r+F−1ΦĈ · F :

[
L2

+ (R)
]4 → [

L2 (R+)
]4
,

where ΦĈ has the block matricial representation

ΦĈ(ξ) =

[
A(ξ) 02

C(ξ) B(ξ)

]
(6)

where

A(ξ) =

[
ζ−

1
2−n+ε(ξ)e−iξa 0

0 ζ
1
2−n+ε(ξ)e−iξa

]
,

B(ξ) =

[
ζ−

1
2−n+ε(ξ)eiξa 0

0 ζ−
1
2−n+ε(ξ)eiξa

]
,

C(ξ) =

[
C11(ξ) C12(ξ)
C21(ξ) C22(ξ)

]
,

with

C11(ξ) =
1

2
(p+ζ−

1
2−n+ε(ξ)− q+ζ−n+ε(ξ)(ξ − k)−1),

C12(ξ) =
1

2
(−p+ζ−n+ε(ξ) + q+ζ−

1
2−n+ε(ξ)(ξ + k)−1),

C21(ξ) =
1

2
(−p−ζ− 1

2−n+ε(ξ)− q−ζ−n+ε(ξ)(ξ − k)−1),

C22(ξ) =
1

2
(−p−ζ−n+ε(ξ)− q−ζ− 1

2−n+ε(ξ)(ξ + k)−1),

ζ(ξ) = ξ−k
ξ+k = λ−

λ+
, ξ ∈ R and 02 denotes the 2 × 2 zero

matrix.

Proof: The equivalence relation can be directly obtained
by computing the following operator composition

CΦC,R+ = WΦE ,R+ l0 ĈΦĈ,R+ l0WΦF ,R+ ,

where
l0 :
[
L2 (R+)

]4 → [
L2

+ (R)
]4

denotes de zero extension operator and where WΦE ,R+ l0 is
defined between the spaces

[
L2 (R+)

]4
and H− 1

2−n+ε(R+)×
H 1

2−n+ε(R+)×H− 1
2−n+ε(R+)×H− 1

2−n+ε(R+) by

WΦE ,R+ l0 := r+F−1ΦE · F l0

with

ΦE(ξ)=


λ

1
2 +n−ε
− 0 0 0

0 λ
− 1

2 +n−ε
− 0 0

0 0 λ
1
2 +n−ε
− 0

0 0 0 λ
1
2 +n−ε
−


and l0WΦF ,R+

is defined between H̃− 1
2−n+ε(R+) ×

H̃ 1
2−n+ε(R+)×H̃− 1

2−n+ε(R+)×H̃− 1
2−n+ε(R+) and

[
L2

+ (R)
]4

by
l0WΦF ,R+

:= l0r+F−1ΦF ·F
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with

ΦF (ξ)=


λ
− 1

2−n+ε
+ 0 0 0

0 λ
1
2−n+ε
+ 0 0

0 0 λ
− 1

2−n+ε
+ 0

0 0 0 λ
− 1

2−n+ε
+

 .
Notice that the bounded operators WΦE ,R+ l0 and l0WΦF ,R+

are invertible as pointed out in [30, §2.10.3].

V. FREDHOLM ANALYSIS

Our main goal is to study and characterize the Fredholm
property of the finite interval convolution type operator CΦC ,Σ

for general ε. We will use different factorization procedures
applied to the operators introduced in the last section. We start
by recalling the definition of Fredholm operator.

Definition 5.1: Let X , Y be two Banach spaces and A :
X → Y a bounded linear operator with closed image. The
operator A is called a Fredholm operator if

n(A) := dim KerA <∞

and
d(A) := dim Y/ImA <∞.

If A is a Fredholm operator, then the Fredholm index of
A is the integer defined by

IndA = n(A)− d(A).

Theorem 5.1: Let ΦĈ be defined by (6) and

detC(±∞) 6= 0.

The operator ĈΦĈ,R+
presented in the last theorem admits the

factorization

ĈΦĈ,R+ = ŴΦ̂−,R+
C̃ΦC̃,R+ ŴΦ̂+,R+

where ŴΦ̂−,R+
and ŴΦ̂+,R+

are invertible operators having
Fourier symbols

Φ̂−(ξ) =


−1 0
0 −1

−e−iaξτ−(ξ)

0 0
0 0

−1 0
0 −1


and

Φ̂+(ξ) =


0 0
0 0

1 0
0 1

1 0
0 1

eiaξτ+(ξ)

 ,
which admit bounded analytic extensions in =mξ < 0 and
=mξ > 0, respectively, and with

τ−(ξ) =
1− S(ξ)

2
C−1(−∞) +

1 + S(ξ)

2

[
eiπ(−1−2n+2ε) 0

0 eiπ(1−2n+2ε)

]
C−1(+∞)

and

τ+(ξ) =
1− S(ξ)

2
C−1(−∞) +

1 + S(ξ)

2

[
eiπ(−1−2n+2ε) 0

0 eiπ(−1−2n+2ε)

]
C−1(+∞)

where S : C → C is the normalized sine-integral function
given by

S(ξ) =
2

π

∫ ξ

0

sinx

x
dx

and where C−1(−∞) and C−1(+∞) are defined by

C−1(−∞) =

[ 1
p+ − 1

p−

− 1
p+ − 1

p−

]
and

C−1(+∞) =

[
1
p+ e

iπ(1+2n−2ε) − 1
p− e

iπ(1+2n−2ε)

− 1
p+ e

iπ(2n−2ε) − 1
p− e

iπ(2n−2ε)

]
if

detC(−∞) = −p
+p−

2
6= 0

and
detC(+∞) = −p

+p−

2
eiπ(−1−4n+4ε) 6= 0,

respectively.

The Fourier symbol ΦC̃ belongs to PC4×4(
•

R), the space
of four by four matrix-valued functions with piecewise con-
tinuous entries on

•

R= R ∪ {∞}, and is given by

ΦC̃(ξ) =

[
A(ξ) B(ξ)

D(ξ) −C(ξ)

]
(7)

where

A(ξ)=

([
ζ−

1
2−n+ε(ξ) 0

0 ζ
1
2−n+ε(ξ)

]
−τ−(ξ)C(ξ)

)
τ+(ξ)+

τ−(ξ)

[
ζ−

1
2−n+ε(ξ) 0

0 ζ−
1
2−n+ε(ξ)

]
,

B(ξ)=e−iaξ
(
τ−(ξ)C(ξ)−

[
ζ−

1
2−n+ε(ξ) 0

0 ζ
1
2−n+ε(ξ)

])
,

D(ξ)=eiaξ
(
C(ξ)τ+(ξ)−

[
ζ−

1
2−n+ε(ξ) 0

0 ζ−
1
2−n+ε(ξ)

])
.

The proof of the last result can be done by direct compu-
tation and therefore is here omitted. Anyway, we have,

lim
ξ→±∞

(
τ−(ξ)C(ξ)−

[
ζ−

1
2−n+ε(ξ) 0

0 ζ
1
2−n+ε(ξ)

])
=0, (8)

lim
ξ→±∞

(
C(ξ)τ+(ξ)−

[
ζ−

1
2−n+ε(ξ) 0

0 ζ−
1
2−n+ε(ξ)

])
=0. (9)

These last two results are a consequence of the fact that we
agree that

lim
ξ→−∞

ζσ(ξ) = 1

and
lim

ξ→+∞
ζσ(ξ) = ei2πσ,
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for σ ∈ R.

In order to continue, let us consider, for Φ ∈ PCn×n(
•

R),
the function

Φ :
•

R ×[0, 1]→ Cn×n

defined by

Φ(ξ, µ) := (1− µ)Φ(ξ − 0) + µΦ(ξ + 0),

(ξ, µ) ∈
•

R ×[0, 1], where

Φ(∞− 0) := Φ(+∞)

and
Φ(∞+ 0) := Φ(−∞).

The following result [2, Theorem 5.9] helps us to study the
Fredholm property for the operator CΦC ,Σ.

Theorem 5.2: For Φ ∈ PCn×n(
•

R), it follows that

det Φ(ξ, µ) 6= 0

for all (ξ, µ) ∈
•

R ×[0, 1] if and only if

WΦ,R+ := r+F−1Φ · F :
[
L2

+ (R)
]n → [

L2 (R+)
]n

is a Fredholm operator.

In case of having the Fredholm property, the Fredholm
index of WΦ,R+

is given by

IndWΦ,R+ = −wind(det Φ),

where wind denotes the winding number.

Finally, we are able to present the Fredholm characteriza-
tion to our operator CΦC ,Σ and, consequently, to our initial
problem.

Theorem 5.3: The finite interval convolution type operator
CΦC ,Σ is a Fredholm operator with zero Fredholm index if
and only if

ε 6= q

2
for q ∈ Z. (10)

Proof: First of all, we notice that from Theorems 4.1–5.1
we conclude that the operator CΦC ,Σ is algebraically equi-
valent after extension to the operator

C̃ΦC̃,R+ := r+F−1ΦC̃ · F :
[
L2

+ (R)
]4 → [

L2 (R+)
]4

where ΦC̃ is given by (7). Therefore, in view to obtain the
desired conclusion, that CΦC ,Σ is a Fredholm operator, we start
by deducing the conditions which characterize the Fredholm
property of C̃ΦC̃,R+

.

Letting

ΦC̃(ξ, µ) = (1− µ)ΦC̃(ξ − 0) + µΦC̃(ξ + 0)

and
ΦC̃(∞± 0) := ΦC̃(∓∞),

by Theorem 5.2, we have that

det ΦC̃(ξ, µ) 6= 0

for (ξ, µ) ∈
•

R ×[0, 1] if and only if the operator C̃ΦC̃,R+
has

the Fredholm property. Additionally, from Theorem 5.1, we
already know that the Fourier symbol ΦC̃ can be written as

ΦC̃(ξ) = Φ̂−1
− (ξ)ΦĈ(ξ)Φ̂

−1
+ (ξ).

Thus, for any ξ ∈ R we have

det ΦC̃(ξ ± 0) = det ΦĈ(ξ)

because ΦĈ(ξ) has no discontinuities on the real line, det Φ̂−1
±

also have no discontinuities on the real line and, moreover,
det Φ̂−1

± ≡ 1. Therefore,

det ΦC̃(ξ, µ) = det
[
(1− µ)ΦĈ(ξ) + µΦĈ(ξ)

]
= det ΦĈ(ξ)

= ζ−1−4n+4ε(ξ)

6= 0,

in the case of ξ ∈ R.

For ξ =∞, we have,

det ΦC̃(∞, µ) = det
[
(1− µ)ΦC̃(+∞) + µΦC̃(−∞)

]
.

Appealing to the limits (8)–(9), we obtain

ΦC̃(−∞) =

[
C−1(−∞) 02

02 −C(−∞)

]
and

ΦC̃(+∞) =

[
AC−1(+∞)B 02

02 −C(+∞)

]
,

with

A =

[
eiπ(−1−2n+2ε) 0

0 eiπ(1−2n+2ε)

]
,

and

B =

[
eiπ(−1−2n+2ε) 0

0 eiπ(−1−2n+2ε)

]
.

Thus, by direct computation, we have

ΦC̃(−∞) =


1
p+ − 1

p− 0 0

− 1
p+ − 1

p− 0 0

0 0 − 1
2p

+ 1
2p

+

0 0 1
2p
− 1

2p
−


and

ΦC̃(+∞) =

 a11 a12 0 0
a21 a22 0 0
0 0 a33 a34

0 0 a43 a44

 ,
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with

a11 =
1

p+
eiπ(−1−2n+2ε),

a12 = − 1

p−
eiπ(−1−2n+2ε),

a21 = − 1

p+
eiπ(−2n+2ε),

a22 = − 1

p−
eiπ(−2n+2ε),

a33 = −p
+

2
eiπ(−1−2n+2ε),

a34 =
p+

2
eiπ(−2n+2ε),

a43 =
p−

2
eiπ(−1−2n+2ε),

a44 =
p−

2
eiπ(−2n+2ε).

Finally, the last results, tell us that

det ΦC̃(∞, µ) =

∣∣∣∣∣∣∣
b11 b12 0 0
b21 b22 0 0
0 0 b33 b34

0 0 b43 b44

∣∣∣∣∣∣∣ ,
where

b11 =
1−µ
p+

eiπ(−1−2n+2ε)+
µ

p+
,

b12 = −1−µ
p−

eiπ(−1−2n+2ε)− µ

p−
,

b21 = −1−µ
p+

eiπ(−2n+2ε)− µ

p+
,

b22 = −1−µ
p−

eiπ(−2n+2ε)− µ

p−
,

b33 = − (1−µ)p+

2
eiπ(−1−2n+2ε)−µp

+

2
,

b34 =
(1−µ)p+

2
eiπ(−2n+2ε)+

µp+

2
,

b43 =
(1−µ)p−

2
eiπ(−1−2n+2ε)+

µp−

2
,

b44 =
(1−µ)p−

2
eiπ(−2n+2ε)+

µp−

2
.

So,

det ΦC̃(∞, µ) =[
(1− µ)eiπ(−1−2n+2ε) + µ

]2 [
(1− µ)eiπ(−2n+2ε) + µ

]2
.

As a consequence, C̃ΦC̃,R+
is a Fredholm operator if and

only if

(1− µ)eiπ(−1−2n+2ε) + µ 6= 0 (11)

and

(1− µ)eiπ(−2n+2ε) + µ 6= 0, (12)

µ ∈ [0, 1].

Since the sets

S1 =
{

(1− µ)eiπ(−1−2n+2ε) + µ : µ ∈ [0, 1]
}

and

S2 =
{

(1− µ)eiπ(−2n+2ε) + µ : µ ∈ [0, 1]
}

define the line segments joining 1 to eiπ(−1−2n+2ε) and 1 to
eiπ(−2n+2ε), respectively, for holding the inequalities in (11)
and (12), we need that

eiπ(−1−2n+2ε) /∈ R−

and
eiπ(−2n+2ε) /∈ R−.

Thus
π(−1− 2n+ 2ε) 6= π + 2πq

and
π(−2n+ 2ε) 6= π + 2πq,

q ∈ Z, i.e.,

ε 6= 1 + n+ q and ε 6= 1

2
+ n+ q, q ∈ Z.

So, we have ε 6= q
2 , q ∈ Z.

Therefore, from the operator identities provided by both
the above mentioned algebraic and topological equivalence
relations, given in Theorems 4.1–5.1, we conclude that C̃ΦC̃,R+

and CΦC ,Σ are Fredholm operators if and only if condition
(10) holds, and that the corresponding defect spaces of these
operators have the same dimensions. From this, and since
by [1, Theorem 3] Fredholm operators in Banach spaces are
equivalent after extension if and only if their corresponding
defect spaces have equal dimensions, we even arrive at the
conclusion that C̃ΦC̃,R+

and CΦC ,Σ are not only algebraically
equivalent after extension but also topologically equivalent
after extension.

Finally, jointing the last conclusion with Theorem 5.2, we
obtain the following result for the Fredholm index of CΦC ,Σ,

IndCΦC ,Σ = Ind C̃ΦC̃,R+

= −wind
(
det ΦC̃(ξ, µ)

)
= − 1

2π

([
arg det ΦC̃(ξ, µ)

]
R +

[
arg det ΦC̃(∞, µ)

]
[0,1]

)
= − 1

2π

([
arg det ΦC̃(ξ)

]
R +

[
arg det ΦC̃(∞, µ)

]
[0,1]

)
,

where [f(ξ)]R denotes the increment of f(ξ) when ξ varies
through R from −∞ to +∞ and [f(∞, µ)][0,1] is the increment
of f(∞, µ) when µ varies through R from 0 to 1. Directly,
we obtain [

arg det ΦC̃(ξ)
]
R = π(−2− 8n+ 8ε)

and [
arg det ΦC̃(∞, µ)

]
[0,1]

= π(2 + 8n− 8ε).

So, we have the desired result IndCΦC ,Σ = 0.
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VI. CONCLUSION

In the present paper we were able to characterize the
Fredholm property of particular operators associated with an
impedance boundary problem which are a generalization of the
results presented in [14]. For practical and theoretical reasons,
with the Fredholm property we are able to answer further
questions about this kind of diffraction problems in particular
the invertibility and the image normalization of the operators
related with the problem. We plan to do this in future works.
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Abstract— By starting from the standard definitions of the 

incomplete two-variable Hermite polynomials, we propose 
non-trivial generalizations and we show some applications to 
the Bessel-type functions as the Humbert functions. We also 
present a generalization of the Laguerre polynomials in the 
same context of the incomplete-type and we use these to obtain 
relevant operational techniques for the Humbert-type 
functions. 

 
Keywords— Hermite Polynomials, Laguerre polynomials, 

Generating Functions, Orthogonal Polynomials, Humbert 
polynomials, Humbert Functions, Bessel Functions.  

I. INTRODUCTION 
 

T  is possible to introduce a generalization of the Hermite 
polynomials which are a vectorial extension of the ordinary 
Kampé de Feriét one-variable Hermite polynomials [1]. We 

have indicated this class of  the Hermite polynomials, of two-
index and two-variable, by the symbol , ( , )m nHe x y , and we 
stated their definition through the following generating 
function: 

 
^ ^1

2
,

0 0
( , )

! !

t t m nh M z h M h

m n
m n

t ue He x y
m n

−− − −

+∞ +∞−

= =

= ∑∑ , (1) 

 
where: 
  

x
z

y−

 
=  

 
 and 

t
h

u−

 
=  

 
  

 
are two vectors of the space 2

 such that: t u≠ , 
(| |,| |)t u < +∞ , and the superscript “t” denotes transpose.  
A different generalization of the Hermite polynomials could be 
obtained by using the slight similar procedure onto the two-
variable generalized Hermite polynomials [1,2]: 

  
22

0
( , ) !

!( 2 )!

n r n r

n
r

y xH x y n
r n r

  − 

=

=
−∑ , (2) 
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defined by the generating function of the form: 

 

2

0
exp( ) ( , )

!

n

n
n

txt yt H x y
n

+∞

=

+ = ∑ . (3) 

 
Let u and v continuous variables, such that u v≠  and 
(| |,| |)u v < +∞ , τ ∈ , we will say incomplete 2-dimensional 
Hermite polynomials, the polynomials defined by following 
generating function: 

 

,
0 0

exp( ) ( , | )
! !

m n

m n
m n

u vxu yv uv h x y
m n

τ τ
+∞ +∞

= =

+ + = ∑∑ . (4) 

 
This class of Hermite polynomials has been deeply studied for 
its importance in applications, as quantum mechanical 
problems, harmonic oscillator functions and also to investigate 
the statistical properties of chaotic light [3].  
By using the techniques of the generating function method 
[4,5], it is easy to obtain the explicit form of the above 
polynomials: 
 

[ ],

,
0

( , | ) ! !
!( )!( )!

m n r m r n r

m n
r

x yh x y m n
r m r n r

ττ
− −

=

=
− −∑ , (5) 

 
where [ ], min( , )m n m n= . 
An interesting particular case of this class of Hermite 
polynomials is presented when 1x y= =  and xτ = : 

 
, ,(1,1 | ) ( )m n m nh x g x= . (6) 

 
It is significant to study the polynomials , ( )m ng x since they can 
be used to define other forms of the incomplete 2-dimensional 
Hermite polynomials of the type , (.,. | .)m nh  themselves and  
since they often appear in the description of the applications in 
quantum optics. From the relation (6) and by using the 
definitions (4) and (5), we can immediately write the following 
general relation: 
 

 , ,( , | ) m n
m n m nh x y x y g

xy
ττ

 
=  

 
. (7) 

Humbert polynomials and functions in terms of 
Hemite polynomials 
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The incomplete 2-dimensional Hermite polynomials can be 
used to obtain different forms of the multi-index Bessel 
functions, in particular for the case of the Humbert functions. 
We remind that the ordinary cylindrical Bessel functions [6] 
are specified by the generating function: 
 

1exp ( )
2

n
n

n

x t t J x
t

+∞

=−∞

  − =    
∑ , (8) 

 
and a generalization of them, it is represented by the case of 
two-index, one-variable type [7,8]: 
 

, ( ) ( ) ( ) ( )m n m s n s s
s

J x J x J x J x
+∞

− −
=−∞

= ∑ , (9) 

 
with the following generating function: 
 

,

1 1 1exp
2

( ) ,m n
m n

m n

x u v uv
u v uv

u v J x
+∞ +∞

=−∞ =−∞

     − + − − =          

= ∑ ∑
 (10) 

 
where x ∈  and ,u v ∈ , such that 0 | | | |u v< ≠ < +∞ . 
This class of Bessel functions satisfied analogous interesting 
relations as the ordinary Bessel functions. For instance, by 
deriving in the equation (10) with respect to x, we have: 
 

,

,

1 1 1 1 ( )
2

( ) ,

m n
n m

m n

m n
m n

m n

u v uv u v J x
u v uv

du v J x
dx

+∞ +∞

=−∞ =−∞

+∞ +∞

=−∞ =−∞

    − + − − =    
    

=

∑ ∑

∑ ∑
 (11) 

 
which allows us to state the following recurrence relation: 

 

{
}

, 1, 1, , 1 , 1

1, 1 1, 1

1( ) ( ) ( ) ( ) ( )
2

( ) ( ) .

m n m n m n m n m n

m n m n

d J x J x J x J x J x
dx

J x J x

− + − +

− − + +

   = − + − +   

 + − 
 (12) 

 
By using the same procedure, it is easy to obtain the other two 
recurrence relations for this class of Bessel functions: 

 

, , 1 , 1

1, 1 1, 1

2 ( ) ( ) ( )

( ) ( ) ,

m n m n m n

m n m n

m J x J x J x
x

J x J x

− +

− − + +

 = − + 

 + − 

 (13) 

 
and: 

 

, , 1 , 1

1, 1 1, 1

2 ( ) ( ) ( )

( ) ( ) .

m n m n m n

m n m n

n J x J x J x
x

J x J x

− +

− − + +

 = − + 

 + − 

 (14) 

 
It is interesting to note that, for 0x = , from the explicit form 
of the generalized two-index Bessel function (eq. (9)), we get: 
 

, (0) (0) (0) (0)m n m s n s s
s

J J J J
+∞

− −
=−∞

= ∑ , (15) 

 
and, since: 

 
(0) 0sJ ≠ , when 0s = , (16) 

 
we, finally, obtain: 

 
, ,0 ,0(0)m n m nJ δ δ= . (17) 

 
As a particular case of the two-index, one-variable Bessel 
functions, we can introduce the Humbert functions [9], by 
setting: 

 

,
0

( , | )
!( )!( )!

r m r n r

m n
r

x yb x y
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ττ
+ ++∞

=

=
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defined through the following generating function: 
 

,
0 0

exp( ) ( , | )m n
m n

m n
xu yv uv u v b x yτ τ

+∞ +∞

= =

+ + = ∑∑ . (19) 

 
It is evident the similar structure between these functions and 
the incomplete 2-dimensional Hermite polynomials presented 
previously (see eqs. (4,5)). For this reason, the Humbert 
functions are usual exploited in connection with the Hermite 
polynomials of the type , ( , | )m nh x y τ . 
We can immediately note, for instance, that the Humbert 
functions could be expressed in terms of the incomplete 
Hermite polynomials. By rewriting, in fact, the expression in 
equation (19), we have: 
 

,
0 0

1exp ( , | )m n
m n

m n
xu yv uv uv u v b x y

uv
τ τ τ

+∞ +∞

= =

  + + − − =    
∑∑ ,(20) 

 
and, from the generating function of the ordinary Bessel 
function (eq. (8)), we find: 

 
[ ],

,
,

0

( 1) ( , | ) (2 )
( , | )

!( )!( )!

rm n
m r n r r

m n
r

h x y J
b x y

r m r n r
τ τ

τ − −

=

−
=

− −∑ . (21) 

 
In the following, we will indicate with: 

 
, ( )m ng x  and , ( )m nb x ,  
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the Humbert polynomials and the Humbert functions 
respectively. In the next sections we will study the properties 
of these particular polynomials and functions and we will see 
some their non trivial generalizations along with the analysis 
of the related applications to facilitate some operational 
computation.  

II. RELEVANT PROPERTIES FOR HUMBERT POLYNOMIALS AND 
FUNCTIONS 

 
  In the previous section we have introduced the incomplete 2-
dimensional Hermite polynomials through the relations (4,5). 
By using the equivalences stated in equations (6,7), we can 
now state the expression of the generating function for the 
Humbert polynomials , ( )m ng x . We have:  
 

,
0 0

exp( ) ( )
! !

m n

m n
m n

u vu v xuv g x
m n

+∞ +∞

= =

+ + = ∑∑  (22) 

 
where, again, u v≠  and (| |,| |)u v < +∞ , τ ∈ . 
By following the same procedure used to derive the recurrence 
relations related to the two-index, one-variable Bessel function 
in the previous section, we can find similar expressions for this 
class of Humbert polynomials. In fact, by deriving, 
respectively, with respect to x, u and v, we obtain:  
 

, 1, 1

1, , 1,

, 1 , , 1

( ) ( ),

( ) ( ) ( ),
( ) ( ) ( ).

m n m n

m n m n m n

m n m n m n

d g x mng x
dx
g x g x mxg x
g x g x nxg x

− −

+ −

+ −

=

= +

= +

 (23) 

 
By using the above relations, it is possible to state the 
differential equation satisfied by the polynomials , ( )m ng x . 
After an easy manipulation of the equations in the (23), we get: 
 

1, ,( ) ( )m n m n
dmg x m x g x
dx−

 = − 
 

, (24) 

 

, 1 ,( ) ( )m n m n
dng x n x g x
dx−

 = − 
 

 (25) 

 
and also: 
 

1, 1 ,( ) ( )m n m n
d dmng x m x n x g x
dx dx− −

  = − −  
  

. (26) 

 
After equating equation (24) with the first of the relations 
obtained in (23), we can state the following differential 
equation solved by the Humbert polynomials: 
 

[ ]2 '' '( 1) 1 0x y m n x y mny− + − + + = . (27) 
 

We note that, from the equation (25), it also follows: 
 

2
, 1 , , ,

2
, 1 , , ,

( ) ( ) ( ) ( ),

( ) ( ) ( ) ( )

m n m n m n m n

m n m n m n m n

dg x g x nxg x x g x
dx
dg x g x mxg x x g x
dx

+

+

= + −

= + −
 (28) 

 
Which suggest the introduction of the following operators: 
 

^ ^
2

^ ^
2

1 ,

1 ,

m

n

dS n x x
dx
dS m x x
dx

+

+

= + −

= + −

 (29) 

 
where we have denoted with the symbols: 
 

^
m  and 

^
n  

 
a kind of number operators, in the sense that their action read 
as following: 
 

^ ^

, ,( ) ( )s r s rm n g x srg x= . 
 
It is now evident, by using the relations stated in the equations 
(23-28) and by the definition of the operators expressed in 
equation (29), that the following expressions hold: 
 

^

, 1,

^

, , 1

( ) ( ),

( ) ( ).

m m n m n

n m n m n

S g x g x

S g x g x

+

+

+

+

=

=

 (30) 

 
The above relations, combined with the first in the equation 
(23), allow us to state the following relevant differential 
equation: 
 

2 2
,

,

1 ( 1) 1 ( )

( 1)( 1) ( ).

m n

m n

d d dn x x mx x g x
dx dx dx

m n g x

   + + − + − =      
= + +

 (31) 

 
It is possible to derive similar relations regarding the Humbert 
functions. Before to proceed, we remind that, the function 
defined by the following generating function: 
 

exp ( )n
n

n

xt t C x
t

+∞

=−∞

 − = 
 

∑  (32) 

 
is known as the Tricomi function [10], which its explicit form 
is: 
 

0

( 1)( )
!( )!

r r

n
r

xC x
r n r

+∞

=

−
=

+∑ . (33) 
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It is possible to introduce a generalization of the above 
function in the sense of the Humbert functions. In fact, from 
the equation (18) it is immediately recognized that we can call 
generalized Tricomi function, the function expressed by the 
following relation: 
 

, ,( ) (1,1 | )m n m nC x b x= . (34) 
 
By using the same procedure outlined above, we can derive, 
for the Humbert functions the analogous recurrence relations 
stated for the polynomials , ( )m ng x . In fact, by considering the 
relation (34), we have: 
 

, 1, 1

, 1, 1, 1

, , 1 1, 1

( ) ( ),

( ) ( ) ( ),
( ) ( ) ( ).

m n m n

m n m n m n

m n m n m n

d C x C x
dx
mC x C x xC x
nC x C x xC x

+ +

− + +

− + +

=

= −

= −

 (35) 

 
We can combine the above relations, to get: 
 

1, ,

, 1 ,

( ) ( ),

( ) ( ).

m n m n

m n m n

dC x m x C x
dx
dC x n x C x
dx

−

−

 = + 
 
 = + 
 

 (36) 

 
These last relations suggest to introduce similar operators 
acting on these generalized Tricomi function as well as we 
have done for the Humbert polynomials. We have indeed: 
 

^ ^

^ ^

,^

,

,

,

.

m

n

m n

dE m x
dx
dE n x
dx

dE
dx

−

−

+ +

= +

= +

=

 (37) 

 
We have used, again, the same notation as expressed for the 
operators in equation (29). By following the same procedure 
used for the Humbert polynomials, we can easily to state the 
following differential equation: 
 

2 ''' '' '( 3) ( 1)x y m n xy mn m n y y− + + + + + + = . (38) 
 

III. FURTHER GENERALIZATIONS FOR HUMBERT POLYNOMIALS 
AND FUNCTIONS AND INCOMPLETE LAGUERRE POLYNOMIALS 
 
In the paper [10], we have showed some relations linked the 

cylindrical Bessel function and the Tricomi function; in 
particular, we have seen that: 
 

2
0

0

( 1)(2 ) ( )
!( )!

n r r

n
r

xx J x C x
r n r

+∞−

=

−
= =

+∑  . (39) 

 
The relations stated in the previous sections and the structure 
of the 0th order Tricomi function, allow us to introduce a 
generalization of the Laguerre polynomials.  
We will say incomplete 2-dimensional Laguerre polynomials, 
the polynomials defined by the following generating function: 
 

0 ,
0 0

exp( ) ( ) ( )
! !

m n

m n
m n

u vu v C xuv l x
m n

+∞ +∞

= =

+ = ∑∑ , (40) 

 
where their explicit form reads: 
 

[ ],

, 2
0

( 1)( ) ! !
( !) ( )!( )!

m n r r

m n
r

xl x m n
r m r n r=

−
=

− −∑ . (41) 

 
It is evident the similar structure with the Humbert 
polynomials discussed in the previous sections. 
We remind that the ordinary Laguerre polynomials [10] have 
the following operational expression:   
 

1^
( ) 1

n

nL x D
− 

= − 
 

, (42) 

 

where 
1^

xD
−

 denotes the inverse of the derivative operator [11-
14], being essentially an integral operator, it will be specified 
by the operational rule: 

 
1^
(1)

!

n

x
xD
n

−

= . (43) 

  
From the above considerations, we can firstly write the 
following expression for the 0th Tricomi function: 
 

^
1^

0
0

( 1)( ) exp
!

r
r

x
x

r

DC x D
r

−
−+∞

=

 −
= = − 

 
∑ , (44) 

 
and then we can state the important equivalence between the 
Humbert polynomials and the incomplete 2-dimensional 
Laguerre polynomials, that is: 
 

1^

, ,( ) xm n m nl x g D
− 

= − 
 

. (45) 

 
By recalling the explicit forms of the generalized two-variable 
Laguerre polynomials: 
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1^

2
0

( 1)( , ) !
( !) ( )!

n r n r rn

xn
r

y xL x y y D n
r n r

− −

=

  −
= − =  − 

∑   (46) 

 
and from the particular expression of their generating function, 
in terms of the Tricomi function: 
 

0
0

( , ) exp( ) ( )
!

n

n
n

t L x y yt C xt
n

+∞

=

=∑ ,  (47) 

  
we can finally establish a link between the incomplete 2-
dimensional laguerre polynomials and the generalized 
Laguerre of the form ( , )nL x y . We have: 
 

[ ],
,

,
0

( ) ( , )
( ) ! !

!( )!( )!

m n
m r n r r

m n
r

g y L x y
l x m n

r m r n r
− −

=

−
=

− −∑ . (48) 

 
The considerations and the following results obtained to define 
the incomplete 2-dimensional polynomials, can be used to 
introduce a similar generalization for the Humbert functions. 
By considering indeed the following generating function: 
 

0 ,
0 0

exp( ) ( )m n
m n

m n

xu v C u v A x
uv

+∞ +∞

= =

 + = 
 

∑∑ , (49) 

 
we easily obtain the explicit form of the function , ( )m nA x : 
 

, 2
0

( 1)( )
( !) ( )!( )!

r r

m n
r

xA x
r m r n r

+∞

=

−
=

+ +∑ . (50) 

 
It is easy to note the analogy between the above expression 
and the generalized Tricomi function presented in the previous 
section. We find in fact: 
 

1^

, ,( ) xm n m nA x C D
− 

= − 
 

. (51) 

 
In the same way, it is possible obtain an expression of the 
functions , ( )m nA x  involving the generalized two-variable 
Laguerre polynomials. From the relation stated in equation 
(48) and form the (50), we have: 
 

,
,

0

( ) ( , )
( )

!( )!( )!
m r n r r

m n
r

g y L x y
A x

r m r n r

+∞
+ +

=

−
=

+ +∑ . (52) 

 
 

IV. CONCLUDING REMARKS 
Before closing the paper, we want just to mention how the 

concepts and the formalism discussed in the previous sections 
allows also the generalizations of other simple distribution 
functions like the Poisson distribution. 

By using the Tricomi function of order m:   

 

0
( )

!( )!

r

m
r

xC x
r m r

+∞

=

− =
+∑ , (53) 

 
we can indeed define the following two-index distribution: 
 

( ; )
!( )! ( )

n

n
m

xP x m
n m n C x

=
+ −

, (54) 

 
where the generating function is given by the relation:   
 

0

( )
( ; )

( ) !

n
m

n
nm

C xt t P x m
C x n

+∞

=

−
=

− ∑ . (55) 

 
The evaluation of the associated momenta can be easily 
simplified with the use of the well known property, satisfied by 
the Tricomi functions: 
 

( 1) ( ) ( )
r

r
n n r

d C x C x
dx +

 − = 
 

. (58) 

 
Accordingly, we calculate the following average values: 
 

1

2 2

( )
,

( )
( )

.
( )

m

m

m

m

C x
n

C x
C x

n n
C x

+

+

−
=

−
−

= +
−

  (59) 

 
The higher order moments are also given by similar closed 
relations.  
It is remarkable about this probability distribution that, unlike 
the Poisson distribution, the variance: 
 

2_
2n nσ

−

= − , where 
_

a a=   (60) 
 

is smaller than 
_

n . 
This type of distribution can be exploited in quatum mechanics 
within the context of bunching phenomena. This example 
show that the use of multi-index polynomials and Bessel-type 
functions with their associated formalism offers wide 
possibilities in the applications of pure and applied 
mathematics. 
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Abstract—In this article we introduce some new type of 

summability methods for double sequences involving the ideas of de 
la Vallée-Poussin mean in probabilistic 2 -normed space and 
examine some important results. 
 

Keywords— t -norm, probabilistic 2 -normed space, double 
sequence, statistical completeness, de la Vallé e-Poussin mean.  

I. INTRODUCTION 
ROBABILISTIC normed space is significant as a 
generalization of deterministic results of linear normed 
spaces. In a PN space, the norms of the vectors are 

represented by probability distribution functions instead of 
nonnegative real numbers. If x  is an element of a PN space, 
then its norm is denoted by xF , and the value )(tFx  is 
interpreted as the probability that the norm of x  is smaller 
than t . In [24], probabilistic normed spaces were first 
introduced by Śerstnev and then by it was extended to 
random/probabilistic 2  -normed spaces by Golet [5] using the 
notion of  2  -norm which is defined by Gähler [3,4] and since 
then, many researchers have studied these subjects and 
obtained various results [6-8,23,27,28]. Afterwards, Alsina et 
al. [1] presented a new definition of a PN space which includes 
the definition of Śerstnev [25] as a special case. This new 
definition rapidly became the standard one and it has been 
adopted by many authors (for instance, [9-16,19,20]). 

The concepts of statistical convergence for sequences of 
real numbers was introduced (independently) by Steinhaus 
[26] and Fast [2]. The concept of statistical convergence was 
further discussed and developed by many authors in more 
general abstract spaces [6,9-11,13,20]. 

Some new type of summability methods for double 
sequences involving the ideas of de la Vallée-Poussin mean 
has not been studied previously in the setting of probabilistic 
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2 -normed (PTN) spaces. Motivated by this fact, in this paper, 
the notion of ( )µλ, -summable, statistically ( )µλ, -summable, 
statistically ( )µλ, -Cauchy and statistically ( )µλ, -complete 
for double sequence with respect to PTN-space and establish 
some interesting results.  

II. DEFINITIONS AND NOTATIONS 
First we recall some of the basic concepts, which will be 

used in this paper. 

The notion of convergence for double sequence was 
introduced by Pringsheim [18]: We say that a double sequence 

( )
N∈

=
kjkjxx

,,  of reals is convergent to L  in Pringsheim's 

sense (shortly, ( )P  convergent) provided that 0>ε  there 

exists a positive integer N  such that ε<− Lx kj,  whenever 

., Nkj ≥   

Statistical convergence for double sequences )( jkxx =  of 
real numbers was introduced and studied by Mursaleen and 
Edely [17] as follows: Let NN ×⊆K  and 

( ) ( ){ }AkjlkhjlhK ∈≤≤= ,:,, , where N∈lh, . Then we 
define upper and lower asymptotic density of a two-
dimensional set ,K  respectively 

( ) ( ) ( ) ( ) ( ) ( )
.

,
inflim:;

,
suplim:

,2
,

2
hl

lhK
PK

hl
lhK

PK
lhlh ∞→∞→

== δδ   

If ( ) ( ),22 KK δδ =  then the common value )(2 Kδ  is called 
the double asymptotic density of the set K  and  

( ) ( )
.

,
lim)(
,2 hl

lhK
PK

lh ∞→
=δ  

The double sequence ( )kjxx ,=  statistically converges to a 

point L  if for each 0>ε  we have ( )( ) ,02 =εδ K  where 

( ) ( ){ }εε ≥−≤≤= LxlkhjkjK kj,:,,,  and in such situation 

we will write stL = - xlim  (or ( )stLx kj →, )   

Let ( )mλλ =  and ( )nµµ =  are two non-decreasing 
sequences of positive numbers tending to ∞  such that  

0,1 11 =+≤+ λλλ  mm and .0,1 11 =+≤+ µµµ  nn  
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Recall that ( )µλ, -density of the set NN ×⊆K  is given by 

( ) {

( ) }Kkjnkn

mjmPK

n

m
nmnm

∈≤≤+−

≤≤+−=

,:1

,11lim)(
,,

µ

λ
µλ

δ µλ
 

provided that the limit exists. If mm =λ  for all ,m  and 
nn =µ  for all n , the ( )µλ, -density is reduced to the double 

natural density. 

The generalized double de la Valée-Pousin mean is defined 
by  

( )
( )

,1

,
, jk

IJkjnm
nm xxt

nm

∑
×∈

=
µλ

 

where [ ]mmJ mm ,1+−= λ  and [ ].,1 nnI nn +−= µ   

We say that ( )jkxx =  is ( )µλ, -statistically convergent to 
the number L  if for every 0>ε , 

( ) { } .0:,1lim
,

=≥−∈∈ ε
µλ

LxIkJjP jknm
nmnm

 

and in such situation we will write µλ ,st - .lim Lx =   

Definition 1. ([3,4]) Let X  be a real vector space of 
dimension ,d  where .2 ∞<≤ d  A 2 -norm on X  is a function 

R→×⋅⋅ XX:,  which satisfies )(i  0, =yx  if and only if 

x  and y  are linearly dependent; )(ii  ;,, xyyx =  )(iii  

,,, yxyx αα =  ;R∈α  )(iv  .,,, zxyxzyx +≤+  The 

pair ( )⋅⋅,,X  is then called a 2 -normed space. 

As an example of a 2 -normed space we may take 2R=X  
being equipped with the 2 -norm =:, yx  the area of the 
parallelogram spanned by the vectors x  and y , which may be 
given explicitly by the formula 

( ) ( ).,,,,, 21211221 yyyxxxyxyxyx ==−=  

Observe that in any 2 -normed space ( )⋅⋅,,X  we have 

0, ≥yx  and yxxyx ,, =+α  for all Xyx ∈,  and .R∈α  
Also, if yx,  and z  are linearly dependent, then 

zxyxzyx ,,, +=+  or .,,, zxyxzyx +=−  Given a 

2 -normed space ( ),,, ⋅⋅X  one can derive a topology for it via 
the following definition of the limit of a sequence: a sequence 
( )nx  in X  is said to be convergent to x  in X  if 

0,lim =−∞→ yxxnn  for every .Xy ∈   

All the concepts listed below are studied in depth in the 
fundamental book by Schweizer and Sklar [22]. 

Definition 2. Let R  denotes the set of real numbers, 
{ }0: ≥∈=+ xx RR  and ]1,0[=S  the closed unit interval. A 

mapping Sf →R:  is called a distribution function if it is 
nondecreasing and left continuous with ( ) 0inf =∈ tft R  and 

( ) .1sup =∈ tft R   

We denote the set of all distribution functions by +D  such 
that ( ) 00 =f . If ,+∈Ra  then ,+∈ DHa  where  

( )




≤
>

=
.,0
,,1

at
at

tHa if 
if 

 

It is obvious that fH ≥0  for all .+∈ Df   

Definition 3. A triangular norm ( t -norm) is a continuous 
mapping SSS →×∗ :  such that ( )∗,S  is an abelian monoid 
with unit one and badc ∗≤∗  if ac ≤  and bd ≤  for all 

.,,, Sdcba ∈  A triangle function τ  is a binary operation on 
+D  which is commutive, associative and ( ) fHf =0,τ  for 

every .+∈ Df   

Definition 4. Let X  be a linear space of dimension greater 
than one, τ  is a triangle, and .: +→× DXXF  Then F  is 
called a probabilistic 2 -norm and ),,( τFX  a probabilistic 
2 -normed space if the following conditions are satisfied: 

)1.2.2(  )();,( 0 tHtyx =F  if x  and y  are linearly 
dependent, where );,( tyxF  denotes the value of ),( yxF  at 

R∈t , 

)2.2.2(  )();,( 0 tHtyx ≠F  if x  and y  are linearly 
independent, 

)3.2.2(  );,();,( txytyx FF =  for all Xyx ∈,  , 

)4.2.2(  );,();,(
α

α tyxtyx FF =  for every 0,0 ≠> αt  and 

Xyx ∈, , 

)5.2.2(  ));,(),;,(();,( tzytzxtzyx FFF τ≥+  whenever 
Xzyx ∈,,  . 

III. MAIN RESULTS 
In this section, our aim is to define some concepts of ( )µλ, -

summable, statistically ( )µλ, -summable, statistically ( )µλ, -
Cauchy and statistically ( )µλ, -complete for double with 
respect to PTN-space and obtain some interesting results. 

Definition 5. Let ),,( τFX  be a PTN space. The double 
sequence ( )jkxx =  in X  is said to be ( )µλ, -summable (or 

briefly, ( )µλ,F -summable) to L  if for each ,0>ε  )1,0(∈q  
and each nonzero Xz ∈  there exists N∈N  such that 

( )( ) qzLxt nm −>− 1;,, εF  for all ., Nnm >  In this case, we 

write ( )µλ,F - .,lim Lzx =   
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Definition 6. Let ),,( τFX  be a PTN space. The double 
sequence ( )jkxx =  in X  is said to be statistically ( )µλ, -

summable (or briefly, ( )µλ ,stF -summable) to L  if 

( ) ,0,2 =µλδ K  where  

( ) ( )( ){ },1;,:, ,, qzLxtnmK nm −≤−×∈= εµλ FNN  

i.e. if for each ,0>ε  )1,0(∈q  and each nonzero Xz ∈   

( ) ( )( ){ } 01;,:,1lim ,,
=−≤−≤≤ λεzLxtlnhm

hl
P nmlh

F  

or, equivalently 

( ) ( )( ){ } .11;,:,1lim ,,
=−>−≤≤ λεzLxtlnhm

hl
P nmlh

F  

In this case, we write ( )µλ ,stF - ,,lim Lzx =  and L  is called 

( )µλ ,stF -limit of .x  

Definition 7. Let ),,( τFX  be a PTN space. The double 
sequence ( )jkxx =  in X  is said to be statistically ( )µλ, -

Cauchy (or briefly, ( )µλ ,stF -Cauchy) if for each ,0>ε  

)1,0(∈q  and each nonzero Xz ∈  there exists N∈NM ,  
such that for all ,, Mpm ≥  ,, Nqn ≥  the set 

( ) ( ) ( ) ( )( ){ }qzxtxtnmS qpnm −≤−×∈= 1;,:,, ,, εµλε FNN  has 
double natural density zero, i.e. 

( ) ( ) ( )( ){ } .01;,:,1lim ,,,
=−≤−≤≤ qzxtxtlnhm

hl
P qpnmlh

εF  

Theorem 1. Let ),,( τFX  be a PTN space. If a double 
sequence ( )jkxx =  in X  is statistically ( )µλ, -summable, that 

is, ( )µλ ,stF - Lzx =,lim  exists, then ( )µλ ,stF - zx,lim  is 
unique. 

Proof. Suppose that ( )µλ ,stF - 1,lim Lzx =  and ( )µλ ,stF -

,,lim 2Lzx =  where .21 LL ≠  For given 0>ε  and each 
nonzero ,Xz ∈  select 0>q  such that ( ) ( )( ) .11,1 ετ −>−− qq  
Then, for any 0>t , we define 

( ) ( ) ( )( ){ }qtzLxtnmA nmq −≤−×∈= 1;,:,, 1,FNNµλ  

and  

( ) ( ) ( )( ){ }.1;,:,, 2, qtzLxtnmB nmq −≤−×∈= FNNµλ  

Since, ( )µλ ,stF - 1,lim Lzx =  implies ( )( ) 0,2 =µλδ λA  and 

similarly, we have ( )( ) .0,2 =µλδ λB  Now, let 
( ) ( ) ( ).,,, µλµλµλ qqq BAC ∩=  It follows that 

( )( ) 0,2 =µλδ qC  and hence the complement ( )µλ,c
qC  is 

nonempty set and ( )( ) .1,2 =µλδ c
qC  Now, if 

( ) ( ),,\, µλqCnm NN×∈  then 

( ) ( ) ( )

( ) ( )( ) .11,1
2

;,,
2

;,;, 2,1,21

ετ

τ

−>−−>















 −






 −≥−

qq

tzLxttzLxttzLL nmnm FFF
 

Since 0>ε  is arbitrary, we get ( ) 1;,21 =− tzLLF  for all 0>t  
and each nonzero .Xz ∈  Hence ,21 LL =  which proves 
theorem. 

Theorem 2. Let ),,( τFX  be a PTN space. If a double 
sequence ( )jkxx =  in X  is ( )µλ,F -summable to ,L  then it is 

( )µλ ,stF -summable to the same limit. 

Proof. Let us consider that ( )µλ,F - .,lim Lzx =  For every 
0,0 >> tε  and nonzero ,Xz ∈  there exists positive integer 

N  such that 

( )( ) ε−>− 1;,, tzLxt nmF  

holds for all ., Nnm ≥  Since  

( ) ( ) ( )( ){ }εµλε −≤−×∈= 1;,:,, , tzLxtnmM nmFNN  

is contained in NN× . Therefore ( )( ) ,0,2 =µλδ εM  that is, 
( )jkxx =  is ( )µλ ,stF -summable to .L   

The following example shows that the converse of Theorem 
2  need not be true. 

Example 1. Consider 2R=X  with 1221:, yxyxyx −=  

where ( ),, 21 xxx =  ( ) 2
21, R∈= yyy  and let ( ) abba =,τ  for 

all ., Sba ∈  For all ( ) 2, R∈yx  and ,0>t  consider  

( ) .
,, yxt

ttyx +
=F  

Then ( )τ,,2 FR  is a PTN space. The double sequence 
( )jkxx =  is defined by 

( )




 ∈=

=
otherwise.

 if 
,0

,,, 2

,
Nwwnmmnxt nm  

For 0,0 >> tε  and nonzero ,Xz ∈  write  

( ) ( ) ( )( ){ }.1;,:,, , εµλε −≤×∈= tzxtnmM nmFNN  

It is easy to see that 

( )( )
( ) 



 ∈=

=
+

= +

otherwise;
  for

,1
,,,

,
;,

2

,
,

Nwwnm
yxtt

ttzxt mnzt
t

nm
nmF

 

and hence  

( )( )




 ∈=

=
otherwise.

 if 
,1

,,,0;,lim
2

,
Nwwnmtzxt nmF . 
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We see that the sequence ( )jkxx =  is not ( )µλ,F -summable 

in ( ).,,2 τFR  But the set ( )µλε ,M  has double natural density 
zero since ( ) ( ) ( ) ( ){ }.,...9,9,4,4,1,1, ⊂µλεM  From here, we 
obtain that the converse of Theorem 2 need not be true. 

Theorem 3. Let ),,( τFX  be a PTN space. If a double 
sequence ( )jkxx =  in X  is statistically ( )µλ ,stF -summable to 
L  if and only if there exists a subset  

( ){ } NN×⊆<<<<= ......;:, 2121 kkjjkjM nm   

such that ( ) 12 =Kδ  and ( )µλ,F - .,lim , Lzx
nm kj =   

Proof. Suppose that there exists a subset 

( ){ } NN×⊆<<<<= ......;:, 2121 kkjjkjM nm   

such that ( ) 12 =Mδ  and ( )µλ,F - .,lim , Lzx
nm kj =  Then there 

exists N∈N  such that ( )( ) ε−>− 1;,, tzLxt nmF  holds for all 

., Nnm >  Put  

( ) ( ) ( )( ){ }εµλε −≤−×∈= 1;,:,, , tzLxtnmM
nm kjFNN  

and ( ) ( ){ }.,...,,, 2211 ++++=
′

NNNN kjkjM  Then ( ) 12 =
′

Mδ  and 

( ) ′
−⊆ KM Nµλε ,  which implies that ( )( ) .0,2 =µλδ εM  

Hence ( )jkxx =  is statistically ( )µλ, -summable to L  in PTN 
space. 

Conversely, suppose that ( )jkxx =  is ( )µλ ,stF -summable to 

.L  For ,...2,1=q  and ,0>t  write  

( ) ( ) ( )( ) ,11;,:,, ,








−≤−×∈=
q

tzLxtnmM
nm kjq FNNµλ  

and  

( ) ( ) ( )( ) .1;,:,, ,








>−×∈=
q

tzLxtnmK
nm kjq FNNµλ  

Then ( )( ) 0,2 =µλδ qM  and  

( ) ( ) ( ) ( ) ...,,...,, 121 ⊃⊃⊃⊃ + µλµλµλµλ ii KKKK  (1) 
and  

( )( ) ,....2,1,1,2 == qKq  µλδ  (2) 

 

Now, we have to show that ( ) ( )µλ,, qKnm ∈ , ( )
nm kjxx ,=  is 

( )µλ,F -summable to .L  Assume that ( )
nm kjxx ,=  is not 

( )µλ,F -summable to .L  Hence, there exists 0>ε  such that 
( )( ) ε≤− tzLxt

nm kj ;,,F  for infinitely many terms. Let 

( ) ( ) ( )( ){ },;,:,, , εµλε >−×∈= tzLxtnmK
nm kjFNN  

and q
1>ε  with ,....3,2,1=q  Then  

( )( ) ,0,2 =µλδ εK  

and by (1), ( ) ( ).,, µλµλ εKKq ⊂  Hence ( )( ) ,0,2 =µλδ qK  

which contradicts (2) and therefore ( )
nm kjxx ,=  is ( )µλ,F -

summable to .L   

Theorem 4. Let ),,( τFX  be a PTN space. If a double 
sequence ( )jkxx =  in X  is ( )µλ, -summable, then it is 

statistically ( )µλ, -Cauchy. 

Proof. Assume that ( )µλ ,stF - .,lim Lzx =  Let 0>ε  be a 
given number so that choose 0>q  such that 

( ) ( )( ) .11,1 ετ −>−− qq  

Then, for 0>t  and nonzero Xz ∈ , we have  

( )( ) ,0,2 =µλδ qA    (3) 

where ( ) ( ) ( )( ){ }qzLxtnmA t
nmq −≤−×∈= 1;,:,, 2,FNNµλ  

which implies that 

( )( ) ( ) ( ) .11
2

;,:,, ,22 =
















−>





 −×∈= qtzLxtnmA nm

c
q FNNδµλδ

Let ( ) ( ).,, µλc
qAgf ∈  Then ( )( ) .1;, 2, qzLxt t

gf −>−F  Now, let 

( ) ( ) ( ) ( ) .1
2

;,:,, ,,








−≤





 −×∈= εµλε

tzxtxtnmB gfnmFNN  

We need to show that ( ) ( ).,, µλµλε qAB ⊂  Let 

( ) ( ) ( ).,\,, µλµλε qABnm ∈  Then  

( ) ( )( ) ε−≤− 1;,,, tzxtxt gfnmF  and ( )( ) ,1;, 2, qzLxt t
nm −>−F  in 

particular ( )( ) .1;, 2, qzLxt t
gf −>−F  Then 

( ) ( )( )
( ) ( )

( ) ( )( ) ,11,1
2

;,,
2

;,

;,1

,,

,,

ετ

τ

ε

−>−−>















 −






 −≥

−≥−

qq

tzLxttzLxt

tzxtxt

gfnm

gfnm

FF

F

 

which is imposible. Therefore ( ) ( ).,, µλµλε qAB ⊂  Hence, by 

(3) ( )( ) .0,2 =µλδ εB  Therefore, x  is statistically ( )µλ, -
Cauchy in PTN-space. 

Definition 8. Let ),,( τFX  be a PTN space. Then, 

( )a  PTN-space is said to be complete if every Cauchy 
double sequence is P -convergent in ).,,( τFX   

( )b  PTN-space is said to be statistically ( )µλ, -complete 
(or briefly, ( )µλ ,stF -complete) if every statistically ( )µλ, -

Cauchy sequence in PTN space is statistically ( )µλ, -
summable. 
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Theorem 5. Every probabilistic 2 -normed space ),,( τFX  
is ( )µλ ,stF -complete but not complete in general. 

Proof. Assume that ( )jkxx =  is ( )µλ ,stF -Cauchy but not 

( )µλ ,stF -summable. Then there exists N∈NM ,  such that for 
all ,, Mpm ≥  ,, Mqn ≥  the set  

( ) ( ) ( ) ( )( ){ } 01;,:,, ,, =−≤−×∈= εµλε tzxtxtnmD qpnmFNN  

has double natural density zero, i.e. ( )( ) 0,2 =µλδ εE  and  

( )( ) ( ) ( ) .01
2

;,:,, ,22 =


















−>





 −×∈= εδµλδ ε

tzLxtnmE nmFNN

 

It follows that ( )( ) .1,2 =µλδ ε
cE  Since 

( ) ( )( ) ( ) ,1
2

;,2;, ,,, ε−>





 −≥−

tzLxttzxtxt nmqpnm FF  

if ( )( ) .;, 2
1

2,
ε−>− t

nm zLxtF  Hence ( )( ) ,0,2 =µλδ ε
cE  which 

give rise to a contradiction, since ( )jkxx =  is ( )µλ ,stF -

Cauchy. Consequently, ( )jkxx =  must be ( )µλ ,stF -summable. 

To see that a probabilistic  2  -normed space is not complete 
in general, for this, we have the following example: 

Example 2. ( ] ( ]1,01,0 ×=X  and ( ) zxt
ttzx ,;,

+
=F  for 0>t  

and nonzero .Xz ∈  Then ),,( τFX  is a probabilistic 2 -
normed space but not complete, since the double sequence 
( )mn

1  is Cauchy with respect to ),,( τFX  but not P -
convergent with respect to the present PTN-space. 

IV. CONCLUSION 
This study indeed presents a relationship between two various disciplines: 

the theory of probabilistic normed spaces and summability theory. Some new 
type of summability methods for double sequences involving the ideas of de 
la Vallée-Poussin mean has not been studied previously in the setting of 
probabilistic 2 -normed (PTN) spaces. Motivated by this fact, in this paper, 
the notion of ( )µλ, -summable, statistically ( )µλ, -summable, statistically 
( )µλ, -Cauchy and statistically ( )µλ, -complete for double sequence with 
respect to PTN-space and establish some interesting results. These results can 
be utilized to study the convergence problems of double sequences having 
chaotic pattern in probabilistic 2 -normed spaces. 

REFERENCES   
[1] C. Alsina, B. Schweizer, and A. Sklar, “On the definition of a 

probabilistic normed space”, Aequationes Math., vol. 46, pp. 91-98, 
1993. 

[2] H. Fast, “Sur la convergence statistique”, Colloq. Math., 2(1951), 241-
244. 

[3] S. Gähler, “ 2 -metrische räume und ihre topologische struktur”, Math. 
Nachr., vol. 26, no 1-4, pp. 115-148, 1963. 

[4] S. Gähler, “Lineare 2 -normietre räume”, Math. Nachr., vol. 28, no. 1-
2, pp. 1-43, 1964. 

[5] I. Golet, “On probabilistic 2 -normed spaces”, Novi Sad. J. Math., vol. 
35, no. 1, pp. 95-102, 2005. 

[6] M. Gürdal, and S. Pehlivan, “The statistical convergence in 2 -Banach 
spaces”, Thai. J. Math., vol. 2, no. 1, pp. 107-113, 2004. 

[7] M. Gürdal, and I. Açık, “On I -cauchy sequences in 2 -normed 
spaces”, Math. Inequal. Appl., vol. 11, no. 2, pp. 349-354, 2008. 

[8] M. Gürdal, A. Şahiner, and I. Açık, “Approximation theory in 2 -
Banach spaces”, Nonlinear Analysis, vol. 71, no. 5-6, pp. 1654-1661, 
2009. 

[9] S. Karakus, “Statistical convergence on probabilistic normed spaces”, 
Math. Comm., vol. 12, no. 1, pp. 11-23, 2007. 

[10] S.A. Mohiuddine, and E. Şavaş, “Lacunary statistically convergent 
double sequences in probabilistic normed spaces”, Ann. Univ. Ferrara, 
vol. 58, pp. 331-339, 2012. 

[11] S.A. Mohiuddine, and M. Aiyub, “Lacunary statistical convergence in 
random 2 -normed spaces”, Appl. Math. Inf. Sci., vol. 6, no. 3, pp. 581-
585, 2012. 

[12] S.A. Mohiuddine, and E. Şavaş, “Lacunary statistically convergent 
double sequences in probabilistic normed spaces”, Abstract and Applied 
Analysis, vol. 2013, 5 pages, 2013. 

[13] M. Mursaleen, “On statistical convergence in random 2 -normed 
spaces”, Acta Sci. Math. (Szeged), vol. 76, no. 1-2, pp. 101-109, 2010. 

[14] M. Mursaleen, and A. Alotaibi, “On I -convergence in random 2 -
normed spaces”, Math. Slovaca, vol. 61, no. 6, pp. 933-940, 2011. 

[15] M. Mursaleen, and S.A. Mohiuddine, “On ideal convergence of double 
sequences in probabilistic normed spaces”, Math. Reports, vol. 12, no. 
62, pp. 359-371, 2010. 

[16] M. Mursaleen, and S.A. Mohiuddine, “On ideal convergence in 
probabilistic normed spaces”, Math. Slovaca, vol. 62, no. 1, pp. 49-62, 
2012.  

[17] M. Mursaleen, and O.H. Edely, “Statistical convergence of double 
sequences”, J. Math. Anal. Appl., vol. 288, pp. 223-231, 2003. 

[18] A. Pringsheim, “Zur theorie der zweifach unendlichen Zahlenfolgen”, 
Math. Ann., vol. 53, pp. 289-321, 1900. 

[19] E. Şavaş, and S.A. Mohiuddine, “ λ -statistically convergent double 
sequences in probabilistic normed spaces”, Math. Slovaca, vol. 62, no. 
1, pp. 99-108, 2012. 

[20] E. Şavaş, “On generalized statistical convergence in random 2 -normed 
space”, Iranian Journal of Science and Technology, vol. A4, pp. 417-
423, 2012. 

[21] B. Schweizer, and A. Sklar, “Statistical metric spaces”, Pacific J. Math., 
vol. 10, pp. 313-334, 1960. 

[22] B. Schweizer, and A. Sklar, “Probabilistic metric spaces”, North 
Holland, New York-Amsterdam-Oxford, 1983. 

[23] A.H. Siddiqi, “ 2 -normed spaces”, Aligarh Bull. Math., pp. 53-70, 
1980.  

[24] A.N. Serstnev, “Random normed space: Questions of completeness”, 
Kazan Gos. Univ. Uchen. Zap., vol. 122, no. 4, pp. 3-20, 1962. 

[25] A.N. Serstnev, “On the notion of a Random normed space”, Dokl. Akad. 
nouk. SSR., vol. 149, pp. 280-283, 1963. 

[26] H. Steinhaus, “Sur la convergence ordinaire et la convergence 
asymptotique”, Colloq. Math., vol. 2, pp. 73-74, 1951. 

[27] A. Şahiner, M. Gürdal, S. Saltan, and H. Gunawan, “Ideal Convergence 
in 2 -normed Spaces”, Taiwanese J. Math., vol. 11, no. 4, pp. 1477-
1484, 2007. 

[28] U. Yamancı, and M. Gürdal, “I -statistical convergence in 2 -normed 
space”, Arab Journal of Mathematical Sciences, vol. 20, no. 1, pp. 41-
47, 2014. 
 

Recent Advances in Mathematics, Statistics and Economics

ISBN: 978-1-61804-225-5 38



 

 

 
Ulaş¸ Yamancı received the MSc at Graduate School of Natural and Applied 
Sciences at Süleyman Demirel University of Isparta in Turkey. His research 
interests are: Toeplitz operator, Berezin symbols, Reproducing Kernels, 
Statistical convergence, Ideal convergence. 
 
M. Gürdal received the PhD degree in Mathematics for Graduate School of 
Natural and Applied Sciences at Süleyman Demirel University of Isparta in 
Turkey. His research interests are in the areas of functional analysis and 
operator theory including statistical convergence, Berezin sembols, Banach 
algebras, Toeplitz Operators. He has published research articles in reputed 
international journals of mathematical science. He is referee and editor of 
mathematical journals. 
 
S. Aytar received the PhD degree in Mathematics for Graduate School of 
Natural and Applied Sciences at Süleyman Demirel University of Isparta in 
Turkey. His research interests are in the areas of functional analysis, convex 
analysis, applied mathematics including statistical convergence, fuzzy sets, 
Rough convergence. He has published research articles in reputed 
international journals of mathematical science. He is referee of mathematical 
journals. 
 

Recent Advances in Mathematics, Statistics and Economics

ISBN: 978-1-61804-225-5 39



Subordination formulae
for space-time fractional diffusion processes

via Mellin convolution
Gianni Pagnini

BCAM – Basque Center for Applied Mathematics
Alameda de Mazarredo 14, E–48009 Bilbao

and
IKERBASQUE, Basque Foundation for Science

Alameda Urquijo 36–5, Plaza Bizkaia, E–48011 Bilbao
Basque Country – Spain

Email: gpagnini@bcamath.org

Abstract—Fundamental solutions of space-time fractional dif-
fusion equations can be interpret as probability density functions.
This fact creates a strong link with stochastic processes. Recasting
probability density functions in terms of subordination laws
has emerged to be important to built up stochastic processes.
In particular, for diffusion processes, subordination can be
understood as a diffusive process in space, which is called parent
process, that depends on a parameter which is also random and
depends on time, which is called directing process. Stochastic
processes related to fractional diffusion are self-similar processes.
The integral representation of the resulting probability density
function for self-similar stochastic processes can be related to the
convolution integral within the Mellin transform theory. Here,
subordination formulae for space-time fractional diffusion are
provided. In particular, a noteworthy new formula is derived
in the diffusive symmetric case that is spatially driven by the
Gaussian density. Future developments of the research on the
basis of this new subordination law are discussed.

I. INTRODUCTION

Fractional diffusion processes are processes governed by
diffusion-type equations including fractional differential oper-
ators [1], [2]. In particular, Fractional Calculus has emerged to
be a useful mathematical tool for modelling non-local effects
and then, for what concerns diffusion, to model those phenom-
ena for which the classical local flux-gradient relationship does
not hold and a non-local relationship is required. Since these
difference from classical/normal diffusion, such processes are
referred to as anomalous diffusion processes.

The resulting diffusion process differs from classical diffu-
sion because the probability density function (PDF) of particle
distribution is not Gaussian and because the variance of
particle spreading does not grow linearly in time. Anomalous
diffusion has been experimentally established in nature in
several phenomena, see e.g. [3], [4], [5], [6], [7].

Mellin transform theory has an important role in the study of
space-time fractional diffusion equations especially to derive
solution in terms of the Mellin–Barnes integral representation
[8], [9], [10]. Furthermore, Mellin transform is also intrin-
sically related to probability theory. In fact, the PDF of the

product of two independent random variables is determined
by the Mellin convolution of the two corresponding densities
[9], [11]. The resulting integral formula can be seen also as a
subordination law. The relationship between them is reported.

Hence certain integral formulae for fundamental solutions
of space-time fractional diffusion equation can be read as
subordination laws. Here manipulation of such formulae is
performed with the final aim to obtain a new formula, for
the spatial symmetric case, with the valuable property to be
based on the Gaussian density. And backing to Mellin convo-
lution, suggestions for future research development to generate
stochastic processes by the product of two independent random
variables are addressed.

The paper is organized as follows. In Section II the space-
time fractional diffusion equation is reviewed in detail dis-
cussing the probability density interpretation of the Green
functions and showing solutions and special cases. In Section
III the essential notions and notations concerning Mellin trans-
form are reported and the relationship with subordination laws
highlighted. In Section IV subordination laws for fundamental
solution of space-time fractional diffusion are given and a
new formula for symmetric diffusion is derived whose parent
process is the Gaussian density. Finally, Section V contains
summary, conclusions and future developments.

II. THE SPACE-TIME FRACTIONAL DIFFUSION EQUATION

Space-time fractional diffusion equation is obtained from
the ordinary diffusion equation by replacing the first order
time derivative with the Caputo time-fractional derivative of
order β, i.e. tD

β
∗ , and the second order space derivative with

the Riesz–Feller space-fractional derivative of order α and
asymmetry parameter θ, i.e. xD

α
θ , [8]

tD
β
∗ u(x; t) = xD

α
θ u(x; t) , x ∈ R , t ∈ R+

0 . (1)
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The real parameters α, θ and β are restricted as follows
0 < α ≤ 2 ,

|θ| ≤ min{α, 2− α} ,

0 < β ≤ 1 or 1 < β ≤ α ≤ 2 .

(2)

The Caputo time-fractional derivative tD
β
∗ is defined by its

Laplace transform as∫ +∞

0

e−st
{

tD
β
∗ u(x; t)

}
dt =

sβ ũ(x; s)−
m−1∑
n=0

sβ−1−n u(n)(x; 0+) , (3)

with m− 1 < β ≤ m and m ∈ IN .
The Riesz–Feller space-fractional derivative xD

θ
θ is defined

by its Fourier transform according to∫ +∞

−∞
e+iκx {xDα

θ u(x; t)} dx =

−|κ|α ei(signκ)θπ/2 û(κ; t) , (4)

with α and θ as stated in (2).
In literature the time-fractional derivative is sometimes

considered in the Riemann–Liouville sense, here denoted by
tD

β . Its relationship with the time-fractional derivative in the
Caputo sense is [12]

tD
β
∗ u(x; t) = tD

β u(x; t)− t−β

Γ(1− β)
u(x; 0) , (5)

and equation (1) becomes

tD
β u(x; t) = xD

α
θ u(x; t) +

t−β

Γ(1− β)
u(x; 0) , (6)

with x ∈ R and t ∈ R+
0 . Equation (1) is stated also as

∂u

∂t
= tD

1−β [xDα
θ u(x; t)] . (7)

However, it is possible to show that the fundamental solutions
of (1), (6) and (7) are equal [12].

Solution of (1) can be determined in terms of the funda-
mental solution, or Green function, Kθ

α,β(x; t) as follows

u(x; t) =
∫ +∞

−∞
Kθ

α,β(x− ξ; t)u(ξ; 0) dξ , (8)

with the initial and boundary conditions {u(x; 0) =
δ(x) , ut(x; 0) = 0} when 0 < β ≤ 1 and when 1 < β ≤ 2 a

second initial condition corresponding to ut(x; 0) =
∂u

∂t

∣∣∣∣
t=0

is needed such that two Green functions follow according to
the conditions {u(x; 0) = δ(x) , ut(x; 0) = 0} and {u(x; 0) =
0 , ut(x; 0) = δ(x)}, respectively.

By taking into account the Laplace transform for the Caputo
time fractional derivative (3) and the Fourier transform for
the Riesz–Feller space fractional derivative (4), the composite

Fourier–Laplace transform of the first Green function results
to be ̂̃

Kθ
α,β(κ; s) =

sβ−1

sβ + |κ|α ei(signκ)θπ/2
, (9)

and of the second Green function̂̃
Kθ

α,β(κ; s) =
sβ−2

sβ + |κ|α ei(signκ)θπ/2
. (10)

From (9), for the first Green function it holdŝ̃
Kθ

α,β(0; s) = 1/s and then K̂θ
α,β(0; t) = 1 , (11)

so that the normalization property follows∫ +∞

−∞
Kθ

α,β(x; t) dx = 1 . (12)

Hence it can be interpret as a PDF for particle distribution in
x and evolving in time t. Differently, from (10), for the second
Green function it holdŝ̃

Kθ
α,β(0; s) = 1/s2 and then K̂θ

α,β(0; t) = t , (13)

so that it follows ∫ +∞

−∞
Kθ

α,β(x; t) dx = t , (14)

and the normalization property is not met. The second Green
function (10) emerges to be a primitive (with respect to the
variable t) of the first Green function (9), so that it cannot be
interpreted as a PDF of x evolving in t because it is no longer
normalized [13]. Finally, solely the first Green function can
be considered for diffusion problems.

In general, fundamental solution Kθ
α,β(x; t) algebraically

decreases as |x|−(α+1), thus it belongs to the domain of
attraction of the Lévy stable densities of index α. Moreover,
Kθ

α,β(x; t) self-similarly scales as

Kθ
α,β(x; t) = t−β/αKθ

α,β

( x

tβ/α

)
, (15)

and it meets the following symmetry relation

Kθ
α,β(−x; t) = K−θ

α,β(x; t) , (16)

which allows the restriction of the analysis to x ∈ R+
0 . In

this x-range, i.e. x ∈ R+
0 , the analytical solution of (1)

can be expressed by the following Mellin–Barnes integral
representation [14], [8],

Kθ
α,β(x; t) =

1
αx
×

1
2πi

∫ ω+i∞

ω−i∞

Γ
(

s
α

)
Γ

(
1− s

α

)
Γ(1− s)

Γ
(
1− β

αs
)

Γ(ρ s)Γ(1− ρ s)

( x

tβ/α

)s

ds ,

(17)

where ρ =
α− θ
2α

and ω is a suitable real constant. Solution
(17) can be also expressed in terms of H-Fox function [14],
[15].
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The special cases of space-time fractional diffusion equation
(1) are the following.

The space-fractional diffusion equation, i.e. 0 < α < 2 and
β = 1, so that when x ∈ R+

0

Kθ
α,1(x; t) = Lθ

α(x; t) = t−1/αLθ
α

( x

t1/α

)
, (18)

where Lθ
α(x) is the class of strictly stable densities with

algebraic tail decaying as |x|−(α+1) and infinite variance.
Moreover, a stable PDF with 0 < α < 1 and extremal value
of the asymmetry parameter θ are one-sided with support R+

0

if θ = −α and R−0 if θ = +α.
The time-fractional diffusion equation, i.e. α = 2 and 0 <

β < 2, so that when x ∈ R+
0

K0
2,β(x; t) =

1
2
Mβ/2(x; t) =

1
2
t−β/2Mβ/2

( x

tβ/2

)
, (19)

where Mν(x), 0 < ν < 1, is the M-Wright/Mainardi density
[16], [17], [18], [19], [20], [21], [18], which has stretched
exponential tails and finite variance proportional to tβ . Since
α = 2, according to (2), it holds θ = 0, then the PDF is
symmetric and the extension to x ∈ R is obtained by replacing
x with |x| in (19).

The neutral fractional diffusion equation, i.e. 0 < α = β <
2, whose solution can be expressed in explicit form by non-
negative simple elementary functions [22], [8], so that when
x ∈ R+

0

Kθ
α,α(x; t) = Nθ

α(x; t)

=
t−1

π

(x/t)α−1 sin[π
2 (α− θ)]

1 + 2(x/t)α cos[π
2 (α− θ)] + (x/t)2α

. (20)

Recently Luchko [23] has considered and analyzed the case
1 < α < 2 and θ = 0 of (20). Moreover, PDF (20) with 0 <
α < 1 is emerged in the study of finite Larmor radius effects
on non-diffusive tracer transport in a zonal flow [24] as well
as numerically evidenced in non-diffusive chaotic transport by
Rossby waves in zonal flow [25].

The classical diffusion equation, i.e. α = 2 and β = 1,
whose Gaussian solution is recovered as limiting case from
both the space-fractional (α = 2) and the time-fractional (β =
1) diffusion equation, so that when x ∈ R+

0

K0
2,1(x; t) = L0

2(x; t) =
1
2
M1/2(x; t)

= G(x; t) =
e−x2/(4t)

√
4πt

. (21)

The last special case is the limit case of the D’Alembert
wave equation, i.e. α = β = 2, such that when x ∈ R+

0 it
holds

K0
2,2(x; t) =

1
2
M1(x; t) =

1
2
δ(x− t) . (22)

III. MELLIN CONVOLUTION AND SUBORDINATION LAW IN
STOCHASTIC PROCESSES

A. The Mellin transform

Main definitions and formulae of Mellin transform are here
reminded for completeness with what follows. The interest

reader can find exhaustive presentation of the Mellin transform
theory, for example, in the book by Marichev [26] where
connections with Fourier and Laplace transforms are also re-
ported. However, the theory of Mellin transform independently
of Laplace or Fourier transforms was introduced by Butzer and
Jansche [27], [28].

Let f(x) ∈ Lloc(IR+), then the Mellin transform f∗(s),
s ∈ IC, of a sufficiently well-behaved function f(x), x ∈ IR+,
is defined as

f∗(s) =
∫ +∞

0

f(x)xs−1 dx , s ∈ IC . (23)

Formula (23) defines the Mellin transform in a vertical strip
in the s-plane whose boundaries are determined by the analytic
structure of f(x) as x→ 0+ and x→ +∞. When

f(x) =

 O (x−ω1−ε) as x→ 0+ ,

O (x−ω2−ε) as x→ +∞ ,
(24)

then, for every (small) ε > 0 and ω1 < ω2, integral (23)
converges absolutely and defines an analytic function in the
strip ω1 < Re{s} < ω2, i.e. the strip of analyticity of f∗(s).

The inversion formula follows directly from the inversion
formula for the bilateral Laplace transform, i.e.

f(x) =
1

2πi

∫ ω+i∞

ω−i∞
f∗(s)x−s ds , ω1 < ω < ω2 , (25)

when f(x) is continuous.
Denoting by M←→ the juxtaposition of a function f(x), x ∈

IR+, with its Mellin transform f∗(s), s ∈ IC, some important
properties of Mellin transform are

xa f(x) M←→ f∗(s+ a) , a ∈ IC , (26)

f(xb) M←→ 1
|b|
f∗(s/b) , b ∈ IC , b 6= 0 , (27)

f(cx) M←→ c−s f∗(s) , c ∈ IR+ , (28)

from which it follows

xa f(cxb) M←→ 1
|b|
c−(s+a)/b f∗

(
s+ a

b

)
. (29)

Differently from Fourier and Laplace transforms, Mellin con-
volution formula does not concern variable shifting but scaling
and it emerges to be

h(x) =
∫ ∞

0

f

(
x

ξ

)
g(ξ)

dξ

ξ

M←→ f∗(s) g∗(s) = h∗(s) . (30)

In general, formula (30) can be rewritten for γ > 0 as

h(x) =
∫ ∞

0

f

(
x

ξγ

)
g(ξ)

dξ

ξγ

M←→ f∗(s) g∗[γ(s− 1) + 1] = h∗(s) . (31)

Formula (31) embodies the operative tool of the following
analysis.
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B. Subordination law

A stochastic process X(t) is called subordinated process if
it is obtained by a stochastic process Y (τ), τ ∈ IR+

0 , by the
randomization of the parameter τ according to a process T (t)
with non-negative independent increments [29]. The resulting
process X(t) = Y (T (t)) is said to be subordinated to Y (t),
that is called the parent process, and to be directed by T (t),
that is called the directing process.

The subordinated process X(t) = Y (T (t)) emerges to be
governed by a spatial PDF of x evolving in time t, i.e. ψ(x; t),
determined by the subordination law

ψ(x; t) =
∫ ∞

0

q(x; τ)ϕ(τ ; t) dτ , (32)

where q(x; τ) is the spatial PDF of x depending on the
parameter τ and corresponding to the process Y (τ), ϕ(τ ; t)
is the PDF underlying the process T (τ) with non-negative
independent increments and depending on the parameter t.

Assuming self-similarity for the parent process Y (τ) then
it holds

q(x; τ) = τ−γ q
( x

τγ

)
, γ > 0 , (33)

and formula (32) reads

ψ(x; t) =
∫ ∞

0

q
( x

τγ

)
ϕ(τ ; t)

dτ

τγ
, γ > 0 . (34)

Moreover, let Z1 and Z2 be two real independent random
variables with PDFs p1(z1), z1 ∈ IR, and p2(z2), z2 ∈ IR+

0 ,
respectively. From theory of probability it follows that the joint
probability p(z1, z2) is

p(z1, z2) = p1(z1) p2(z2) . (35)

Introducing the change of variables z1 = z/λγ ,

z2 = λ ,
(36)

whose Jacobian equals 1/λγ , it follows that

p(z, λ) dz dλ = p1

( z1
λγ

)
p2(λ)

dλ

λγ
dz , (37)

and integrating in dλ the PDF of Z = Z1Z
γ
2 finally turns out

to be

p(z) =
∫ +∞

−∞
p1

( z

λγ

)
p2(λ)

dλ

λγ
. (38)

When γ = 1 formula (38) corresponds to Mellin convolution
integral (30) and in general, when γ 6= 1, it is equal to
(31) proving the fact that Mellin convolution is related to the
PDF resulting from the product of two independent random
variables.

Clearly, by making the change of variables z = x t−γΩ and
λ = τ t−Ω and by setting τ−γp1(x/τγ) ≡ τ−γq(x/τγ) and
t−Ωp2(τ/tΩ) ≡ ϕ(τ ; t), from (38) formula (34) is recovered
and it holds t−γΩp(x/tγΩ) ≡ ψ(x; t).

Hence, the stochastic process X(t) = Y (T (t)) follows the
same one-point one-time PDF of the process X = X1X

γ
2 .

Then for a given diffusion equation, a stochastic process
corresponding to the Green function can be generated by
the product of two independent random variables distributed
according to the PDFs involved in the subordination law.

This approach to provide stochastic processes has been
recently discussed by the author and collaborators [30]. In
particular this method has been introduced to develop self-
similar stochastic processes with stationary increments fol-
lowing a method proposed by Mura [31] to derive the so-
called generalized grey Brownian motion [32], [33]. Actually,
the generalized grey Brownian motion has been shown to be
related to the Green function of the Erdélyi–Kober fractional
diffusion [34], [35], [36].

IV. SUBORDINATION LAWS FOR THE SPACE-TIME
FRACTIONAL DIFFUSION

A first valuable subordination-type formula for Kθ
α,β(x; t)

was derived by Uchaikin & Zolotarev [37], [38], i.e.

Kθ
α,β(x; t) =

∫ ∞

0

Lθ
α(x; (t/y)β)L−β

β (y) dy , (39)

and, by putting t/y = ξ1/β , it becomes [8]

Kθ
α,β(x; t) =

∫ ∞

0

Lθ
α(x; ξ)L−β

β (t; ξ)
t

β ξ
dξ . (40)

Further important subordination formulae were derived in
literature. A practical method is the following. Noting the close
relationship between Mellin–Barnes integral representation of
fundamental solutions (17) and Mellin inversion formula (25),
by splitting Mellin transform of Green functions in two known
Mellin transforms then subordination laws can be derived by
using Mellin convolution formula (30, 31) [8], [9], [11]. The
same method was used also to obtain a Gaussianization of
Lévy noise in signal filtering [39].

In particular, it is reported that when 0 < β ≤ 1 it holds
[8, equation (6.16)]

Kθ
α,β(z) = α

∫ ∞

0

ξα−1Mβ (ξα) Lθ
α(z/ξ)

dξ

ξ
, (41)

and when 0 < β/α ≤ 1

Kθ
α,β(z) =

∫ ∞

0

Mβ/α(ξ)Nθ
α(z/ξ)

dξ

ξ
. (42)

Applying the changes of variable ξ = τ1/α/tβ/α and ξ =
τ/tβ/α in (41) and (42), respectively, and replacing z with
x/tβ/α, when 0 < β ≤ 1 it follows [8], [9],

t−β/αKθ
α,β

( x

tβ/α

)
=∫ ∞

0

τ−1/αLθ
α

( x

τ1/α

)
t−βMβ

(τ
β

)
dτ , (43)

and when 0 < β/α ≤ 1

t−β/αKθ
α,β

( x

tβ/α

)
=∫ ∞

0

τ−1Nθ
α

(x
τ

)
t−β/αMβ/α

( τ

tβ/α

)
dτ , (44)
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or analogously when 0 < β ≤ 1 [8], [9],

Kθ
α,β(x; t) =

∫ ∞

0

Lθ
α(x; τ)Mβ(τ ; t) dτ , (45)

and when 0 < β/α ≤ 1

Kθ
α,β(x; t) =

∫ ∞

0

Nθ
α(x; τ)Mβ/α(τ ; t) dτ . (46)

The symmetric case, i.e. θ = 0, of formula (45) was previously
derived by Saichev & Zavlasky [22]. Moreover, combining
(40) and (45) for 0 < β ≤ 1, with τ , t ∈ IR+

0 , it follows the
identity [8]

L−β
β (t; τ)

t

β τ
= Mβ(τ ; t) , (47)

and by using self-similarity properties

L−β
β

(
t

τ1/β

)
t

β τ1/β+1
=

1
tβ
Mβ

( τ
tβ

)
, (48)

with 0 < β ≤ 1 and τ , t ∈ IR+
0 .

Since Lθ
α, Mν and Nθ

α are special cases of Kθ
α,β , see Section

II, subordination formulae (45) and (46) can be restated also
in terms of Kθ

α,β(x; t) only, after the opportune choice of
parameters [8], [9]. In fact when 0 < β ≤ 1

Kθ
α,β(x; t) = 2

∫ ∞

0

Kθ
α,1(x; τ)K

0
2,2β(τ ; t) dτ , (49)

and when 0 < β/α ≤ 1

Kθ
α,β(x; t) = 2

∫ ∞

0

Kθ
α,α(x; τ)K0

2,2β/α(τ ; t) dτ . (50)

Formula (45), or the analog ones, shows that the solution
of the space-time fractional diffusion equation (1) can be
expressed in terms of the solution of the space-fractional
diffusion equation of order α, i.e. Kθ

α,1(x; t) = Lθ
α(x; t), and

of the solution of the time-fractional diffusion equation of
order 2β, i.e. K0

2,2β(τ ; t) = Mβ(τ ; t)/2, τ ∈ R+
0 . Moreover,

formulae (45) and (46), or the analog ones, by involving non-
negative functions allow the PDF interpretation of Kθ

α,β(x; t).
Furthermore, it is worth-noting to remark that formula (46),
or the analog ones, is fundamental to extend such probability
interpretation to the range 1 < β ≤ α ≤ 2.

By using (45) a new subordination law for the space-
time fractional diffusion can be derived. In fact, it is well
known that the following subordination formula for Lévy
stable density holds [29], [9], [11],

Lθ
α(x; t) =

∫ ∞

0

Lγ
η(x; ξ)L−ν

ν (ξ; t) dξ , (51)

where α = ην, θ = γν and

0 < α ≤ 2 , |θ| ≤ min{α, 2− α} , (52)

0 < η ≤ 2 , |γ| ≤ min{η, 2− η} , 0 < ν ≤ 1 . (53)

Hence, inserting (51) into (45) gives

Kθ
α,β(x; t) =

∫ ∞

0

{∫ ∞

0

Lγ
η(x; ξ)L−ν

ν (ξ; τ)dξ
}
Mβ(τ ; t)dτ ,

=
∫ ∞

0

Lγ
η(x, ξ)

{∫ ∞

0

L−ν
ν (ξ; τ)Mβ(τ ; t) dτ

}
dξ , (54)

where the exchange of integration is allowed by the fact that
the involved functions are normalized PDFs. Finally, using
again (45) to compute the integral into braces in (54), when
0 < β ≤ 1, the following new subordination law is obtained

Kθ
α,β(x; t) =

∫ ∞

0

Lγ
η(x; ξ)K−ν

ν,β(ξ, t) dξ , (55)

with α = ην, θ = γν and the same restrictions stated in (52)
and (53) for the values of parameters.

In the particular case η = 2 and γ = 0, so that ν =
α/2 and θ = 0, a Gaussian subordination follows. In fact

L0
2(x; t) = G(x; t) =

e−x2/(4 t)

√
4π t

so that formula (55) becomes

K0
α,β(x; t) =

∫ ∞

0

G(x; ξ)K−α/2
α/2,β(ξ; t) dξ , (56)

with 0 < α ≤ 2 and 0 < β ≤ 1.

V. CONCLUSION

In the present paper fundamental solutions of space-time
fractional diffusion equations have been analysed. In par-
ticular, by using Mellin–Barnes integral representation and
Mellin convolution, integral formulae can be derived that may
be understood as subordination laws. It is well known that
Mellin convolution gives the integral representation of the
PDF resulting from the product of two independent random
variables. Then subordination laws suggest how to built up
stochastic processes by using the product of two independent
variables that follows a desired one-point one-time PDF.

Manipulation of literature formulae has been performed
with the aim to obtain a new subordination-type formula
for space-time fractional diffusion. The derived new formula,
when reduced to the case of spatial symmetric diffusion,
has emerged to be based on the Gaussian density. That is a
valuable property.

In fact, the derived formula proves that stochastic processes,
whose one-point one-time PDF is solution of the symmetric
space-time fractional diffusion equation, can be generated by
the product of a Gaussian distributed motion and an indepen-
dent positive random variable with specified PDF. The leading
role of the Gaussian motion is remarkable even because it
is a very well studied process and largely suitable for the
simulation of trajectories. In particular because self-similar
with stationary increments and characterized by solely the first
and the second moments.

To conclude, the derived subordination formula is the basis
for future development of a self-similar stochastic process with
stationary increments to model space-time fractional diffusion
in the spatial symmetric case.
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Derivation of a numerical method with free
second-order derivatives

Young Hee Geum

Abstract—We have proposed the second-derivative-free numerical
method and determined the control parameters to converge cubically.
In addition, we have developed the order of convergence and the
asymptotic error constant. Applying this iterative scheme to a variety
of examples, numerical results have shown a successful asymptotic
error constants with cubic convergence.

Keywords—second-derivative-free, order of convergence, asymp-
totic error constant, iterative method , multiple root, root-finding

1.. INTRODUCTION

MANY researchers[4,5,6,7,8] have been iterested in
developping the iteration methods and deriving the

asymptotic error constant to find the roots of nonlinear equa-
tions. The Newton’s method is one of the most well-known
iteration method and is applied.

Suppose that a functionf : C → C has a multiple zero
α with integer multiplicitym ≥ 1 and is analytic[1,2,3] in a
small neighborhood ofα. We find an approximatedα by a
scheme

xn+1 = g(xn), n = 0, 1, 2, · · · , (1)

whereg : C → C is an iteration function andx0 ∈ C is given.
Then we find an approximatedα using an iterative method.
To solve the equation, we develoop the following scheme:

g(x) = x − λf(x − µh(x))/f ′(x) (2)

where

h(x) =

{

f(x)/f ′(x), if x 6= α
limx→α f(x)/f ′(x), if x = α.

(3)

Let p ∈ N be given andg(x) satisfy the following relation
{

∣

∣

∣

dp

dxp g(x)
∣

∣

∣

x=α
= |g(p)(α)| < 1, if p = 1.

g(i)(α) = 0 for 1 ≤ i ≤ p − 1 and g(p)(α) 6= 0, if p ≥ 2.
(4)

Sinceg(x) is continuous atx = α, g(x) is represented by

g(x) =

{

x − λF (x), if x 6= α
x − λ limx→α F (x), if x = α.

(5)

wherez(x) = x − µh(x) andF (x) = f(x−µh(x))
f ′(x) .

Young Hee Geum was supported by the National Research Foundation
of Korea funded by the Ministry of Education, Science and Technology
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By Corollary 1 and Corollary 2, we have[f(z)]
(k)
x=α = 0, 0 ≤

k ≤ m − 1 and f(α) = f ′(α) = · · · = f(m−1)(α) =
0, f(m) 6= 0. Using L’Hospital’s rule repeatedly, we obtain

lim
x→α

F (x) =
[f(z)]

(m−1)
x=α

[f ′(x)](m−1)
= 0 (6)

The next corollary is useful to calculateg′(α), g′′(α) and
g′′′(α).

Corollary 1: Supposef : C → C has a multiple rootα with
a given integer multiplicitym ≥ 1 and is analytic in a small
neighborhood ofα. Then the functionh(x) and its derivatives
up to order 3 evaluated atα has the following properties with
θj = f(m+j)(α)

f(m)(α)
, j ∈ N:

(i) h(α) = 0

(ii) h′(α) = 1
m

(iii) h′′(α) = − 2
m2(m+1)

θ1

(iv) h(3)(α) = 6
m3(m+1)

{

θ1
2 − 2m

m+2θ2

}

Corollary 2: Let f stated in Corollary 1 have a multiple
root α with a given multiplicitym ≥ 1. Let z(x) = x−µh(x)
andh(x) be defined by Eq.(3). Then the following hold:

dk

dxk f(z)

∣

∣

∣

∣

x=α

= [f(z)](k)|x=α

=















0, if 0 ≤ k ≤ m − 1

f(m)(α) · z′(α)m
, if k = m

f(m+1)(α) · z′(α)m+1 + f(m) (α)
m(m+1)

2
· z′(α)m−1

z′′(α),

if k = m + 1

f(m+2)(α) · z′(α)m+2 + f(m+1)(α)
(m+1)(m+2)

2
· z′(α)mz′′(α)

+f(m) (α) · Lm+2(α),

if k = m + 2

whereLk =
(

k
3

)

tk−4{t · (−µh′′′) + 3
4
(k − 3)µ2h′′(α)

2}.

2.. CONVERGENCEANALYSIS

We establish some relationships betweenλ, m, g′(α), g′′(α)
andg′′′(α), for maximum order of convergence[9,10,11].

We rewrite Eq.(2) into

(g − x) · f ′(x) = −λf(z). (7)

wheref = f(x), f ′ = f ′(x) and z = x − µh(x) are used for
concise and the symbol′ denotes the derivative with respect
to x.
Differentiating both sides of Eq(7) with respect tox, we obtain

(g′ − 1) · f ′ + (g − x) · f ′′(x) = −λ[f(z)](1) (8)
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Sinceg′ is continuous atα, we have

g′(x) − 1 =

{

F1(x), if x 6= α
limx→α F1(x), if x = α,

(9)

whereF1(x) = −(g − x)f ′′(x) − λ[f(z)](1)/f ′.
Using Corollary 2 andg(α) = α, we have the following:

(g − x)f ′′(x)](k)
x=α

=

{

0, if 0 ≤ k ≤ m − 2, m ≥ 2

(m − 1)(g′ − 1)f(m)(α), if k = m − 1,
(10)

[f(z)](1)

](k)

x=α

=

{

0, if 0 ≤ k ≤ m − 2, m ≥ 2
f (m)(α)(1 − µ

m
)m, if k = m − 1,

(11)

Substituting Eq.(10) and Eq.(11) into Eq.(9), we have

g′(α) − 1 = −(m − 1)(g′(α) − 1) − λ(1 − µ

m
)m

To obtaing′(α) = 0, we get

m = λ

(

1 − µ

m

)m

= λtm (12)

wheretm = 1 − µ
m .

Differentiate both sides of Eq(8) with respect tox, we get

g′′ + 2(g′ − 1) · f ′′ + (g − x) · f(3) = −λ[f(z)](2) (13)

We rewrite

g′′(x) =

{

F2(x), if x 6= α
limx→α F2(x), if x = α,

(14)

where

F2(x) = −2(g′ − 1) · f ′′ − (g − x) · f(3) − λ[f(z)](2)/f ′.

We can get the numerator ofF2(x) by computition similar to
that done inF1(x)

−2(g′ − 1)f ′′ − (g − x)f(3) − λ[f(z)](2)

=















0, if 0 ≤ k ≤ m − 3

f(m)(α)(m − λtm), if k = m − 2

f(m+1)(α)[(m + 1) − λ(tm+1 − tm + tm−1)]

−g′′f(m)(α)
(m+2)(m−1)

2 if k = m − 1,

(15)

From Eq.(14) and Eq.(15), we get

g′′ =
2θ1

m(m + 1)
{(m + 1) − λ(tm+1 − tm + tm−1)} (16)

From Eq.(16), to haveg′′(α) = 0 we get the following
relation,

m + 1 = λ(tm+1 − tm + tm−1) (17)

Differentiate both sides of Eq.(13) with respect tox to obtain

g(3) ·f ′+3g′′·f ′′+3(g′−1)·f(3)+(g−x)·f(4) = −λ[f(z)](3).
(18)

We rewrite

g
(3)(x) =

{

F3(x), if x 6= α
limx→α F3(x), if x = α,

(19)

where

F3(x) = −3g′′f ′′ − 3(g′ − 1)f(3) − (g − x)f(4) − λ[f(z)](3)/f ′.

Hence, we have

−3g′′f ′′](k)
x=α − 3(g′ − 1)f(3)](k)

x=α

−(g − x)f(4)](k)
x=α − λ[f(z)](3)](k)

x=α

=



































0, if 0 ≤ k ≤ m − 4

f(m)(α)(m − λtm), if k = m − 3

f(m+1)(α){m + 1 − λ(tm+1 − tm + tm−1)}, if k = m − 2

−
(m−1)(m2+4m+6)

6 g(3)f(3) + f(m+2)(α)(m + 2)

−λ{f(m+2)(α)tm+2 − f(m+1)(α)θ1
m+2

m
(tm − tm+1)

−f(m)(α)Lm+2(α)}, if k = m − 1,

(20)

Consequently, we have

g(3)(α) =
6

m(m + 1)(m + 2)
[

θ2(m+2)−λ{θ2tm+2 +θ1
2(tm−tm+1)

m + 2

m
+Lm+2(α)}

]

. (21)

whereLk =
(

k
3

)

tk−4{t · (−µh′′(α)) + 3
4(k − 3)µ2h′′(α)

2}

Theorem 1:Let f : C → C have a zeroα with integer
multiplicity m ≥ 1 and be analytic in a small neighborhood
of α. Let θ1, θ2 be defined as in Corollary 1. Lett be a root
of ρ(t) defined in (20). Letx0 be an initial guess chosen in
a sufficiently small neighborhood ofα. Then iteration method
(2) with µ = m(1 − t) has order3 and its asymptotic error
constantη as follows:

η =
1

6
|g(3)(α)| =

1

m(m + 1)(m + 2)
|φ1θ

2
1 + φ2θ2|,

whereφ1 = −tm−2λq1(t), φ2 = m+2−λtm−2q2(t), q1(t) =

− (m+2)(t−1)2{2(m+1)t−m+1}
2m(m+1) and q2(t) = t(t3 − 2t + 2).

3.. NUMERICAL RESULTS

In these experiments, we choose300 as the minimum
number of digits of precision by assigning$MinPrecision=250
in Mathematica to obtain the specified nominal accuracy. We
set the error boundǫ to 0.5 × 10−235 for | xn − α | < ǫ and
evaluate thenth order derivative of the complicated nonlinear
functions using the Mathematica[12] commandD[f, {x, n}].

As an example for the convergence, we investigate the order
of convergence and the asymptotic error constant with a func-
tion f(x) =

{

x10 −
√

3x3 cos(πx/6) + 1/(x2 + 1)
}

(x − 1)
having a real zeroα = 1.0 of multiplicity 2. We choosex0 =
0.92 as an initial guess. Table 1 verifies cubic convergence.
The computed asymptotic error constants are in sucessful
agreement with theoretical asymptotic error constantsη up
to 10 significant digits. The computed root is rounded to be
accurate up to the 235 significant digits.

Our analysis has been further confirmed through more test
functions that are listed below:

f1(x) = cosx − x, α = 0.739085133215161
f2(x) = (sin2 x − x2 + 1)(cos 2x + 2x2 − 3),

α = 1.40449164821534
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TABLE I
CONVERGENCE FOR

f(x) =
{

x10 −
√

3x3 cos(πx/6) + 1/(x2 + 1)
}

(x − 1)

n xn | xn − α | en+1/en
2 η

0 0.920000000000000 0.800000
1 0.991249484161490 0.0121355 1.367268100 3.033
2 0.999794338683744 0.000360502 2.685871931 54251
3 0.999999872081448 3.35582× 1−−7 3.024323988
4 0.999999999999950 2.91278× 10−14 3.033536758
5 1.00000000000000 2.19446× 10−27 3.033542510
6 1.00000000000000 1.24557× 10−52 3.033542510
7 1.00000000000000 4.01279× 10−104 3.033542510
8 1.00000000000000 4.16489× 10−207 3.033542510
9 1.00000000000000 −2.89905× 10−400

TABLE II
CONVERGENCE FOR VARIOUS TEST FUNCTIONS.

f(x) m x0 en ν η

f1(x) 1 0.490 6.13024× 10−293 5 0.04875502284
f2(x) 2 1.290 4.51173× 10−253 8 0.7835709502
f3(x) 3 1.080 0. × 10−249 10 5.119146433
f4(x) 4 2.190 1.18904× 10−261 8 0.5369302217
f5(x) 5 2.270 2.41280× 10−398 9 1.11
f6(x) 6 2.790 2.52653× 10−359 9 1.096153846
f7(x) 7 2.590 1.92369× 10−587 10 3.591527519
f8(x) 8 1.590 1.90760× 10−308 8 0.08249684013

f3(x) = (sin(πx/2
√

2) − x4 + 3)(x2 − 2)2,
α =

√
2
f4(x) = (x8 − 14x4 sin(πx/4) − 32)(x2 − 4x +

4) log(x − 1), α = 2.00000000000000
f5(x) = (3x7 − 37x4 + 208) sin (πx/2) log[x− 1]3,

α = 2.00000000000000
f6(x) = (e(x2+7x−30) − 1)(x − 3) sin4 πx/3,

α = 3.00000000000001
f7(x) = (e−x sin x + log[1 + (x − π)2])(x −

π) sin3 x(log[x − π + 1])2, α = π
f8(x) = (x2 sin (πx/8) + e(x−2)2 − 1 − 2

√
2)(x −

2)3 sin4 (πx/2), α = 2.00000000000000

Table 2 shows convergence behavior for the above test
functions with the multiplicitym, the initial guessx0, the least
iteration numberν and the asymptotic error constantη. In the
future study, we develop extended optimal iteration methods
of higher order.
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Abstract— The present paper concerns the formulation and the 

evolution of the non symmetrical growth of an avascular cancerous 
cell colony in an analytical mathematical fashion. Although most of 
the existing research considers spherical tumours, here we work in 
the frame of a more general case of the prolate spheroidal geometry. 
The tumour lies inside a host spheroidal shell which provides vital 
nutrients, receives the debris of the dead cells and also transmittes to 
the tumour the pressure imposed by the surrounding on its exterior 
boundary. Under the aim of studying the evolution of the exterior 
tumour boundary, we focus on the exterior conditions under which 
such a geometrical structure can be sustained. To that purpose, the 
corresponding nutrient concentration, the inhibitor concentration and 
the pressure field are calculated analytically providing the necessary 
data for the evolution equation to be solvable. It turns out that an 
avascular tumour can exhibit a prolate spheroidal growth only if the 
external conditions for the nutrient supply and the transversally 
isotropic pressure field have a specific form, which is consistent with 
the tumour evolution. Additionally, our model exhibits a geometrical 
reduction to special cases and, mainly, to the spherical geometry in 
order to recover the existing results for the sphere. 
 

Keywords—Mathematical modeling, boundary value problems, 
avascular tumour growth, prolate spheroidal geometry. 

I. INTRODUCTION 
ANCER tumour development inside a healthy tissue is an 
extremely complicated phenomenon that has drawn great 
multidiscipline scientific interest over the last century. A 

cancer tumour is a cell colony that grows, invading a healthy 
host tissue. Roughly speaking, it consists of cells that consume 
nutrients and proliferate many times before they die out of 
programmed death, called apoptosis or out of lack of nutrients, 
called necrosis. As a tumour grows, many different interrelated 
procedures take place, such as nutrient diffusion from the 
surrounding into the tumour, cell proliferation when the 
nutrient is enough and growth inhibition when either the 
nutrient is insufficient or an inhibitory substance is present. 
Supplementary, we may refer to several other processes such 
as cell death or disintegration, elastic interactions between the 
tumour tissue and the healthy tissue, as well as inner pressure 
effects. As the tumour develops it enjoys an avascular phase 
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that corresponds to the stages right after tumorigenesis and 
ends with a steady state, where the tumour’s volume gain, due 
to the new cancerous cells birth, balance the volume loss from 
the cells’ death and disintegration. As the tumour’s evolution 
proceeds, new phenomena, as angiogenesis, take place and the 
vascular phase begins, where the tumour develops a vascular 
net around it that provides the tumour cells with limitless 
nutrient supply and also it permits metastasis. As the present 
work focuses on the avascular phase on tumour evolution, we 
avoid presenting details on the proceeding phases, which can 
be found in the literature [1,2]. 
 Mathematical modeling of avascular tumours has offered a 
great contribution in understanding the mechanisms involved 
with tumour growth. Since the initial construction of the basic 
analytical formulation [3,4], many mathematical models have 
been developed that investigate several aspects of tumour 
growth [1,5]. During the steady state, the avascular tumour is 
bounded in a sphere with an approximate diameter of 2mm. 
This feature justifies the consideration of spherical tumours in 
most of the related works, since in such small lengths, scale 
deviations from a spherical symmetry are not considered 
quantitatively significant. Moreover, tumours grown in vitro 
form spherical aggregates [3–7]. However, the theoretical and 
experimental analysis viewed in [8,9] has revealed that non–
symmetric tumours may occur in a confined surrounding as a 
result of the pressure effects on the growing tissue. Such 
qualitative features that need to be addressed when the non 
symmetrical tumour growth is introduced, are reported in the 
[8–12] for several interesting cases of different geometries. 
 In this work, we study the evolution of the exterior tumour 
boundary, where the cancer colony is assumed to follow a 
prolate spheroidal structure. Within this frame, we search for 
the exact exterior conditions that can support such a model and 
secure its compatibility with both the physics and the 
geometry. In addition to most of the relative works that 
consider homogeneous exterior conditions in an infinite 
environment, we investigate the impact, on the tumour’s 
evolution, of a transversally isotropic pressure field imposed 
from the immediate surrounding tissue on the growing tumour. 
It turns out that the nutrient field should be inhomogeneous 
and that only a special type of inhomogeneity is compatible 
with the particular evolution, under such pressure assumption. 
Since the evolution of the tumour depends on the balance 
between the enhancement and the inhibition of the cell 
proliferation which depends mainly on the available nutrient, 
on the present inhibitors and on the pressure impact, it is 
important to have an accurate mathematical model for the 
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determination of those parameters in the interior of the tumour 
structure. 
 To this purpose we consider a prolate spheroidal tumour 
that grows under the basic principles assumed in [4]. The 
tumour and the surrounding behave as incompressible fluids of 
different densities. The tumour receives nutrients by diffusion 
from its surrounding according to Fick’s law, while the 
motility of the tumour cells is governed by a modification of 
Darcy’s law. Our model concerns a fully developed tumour 
consisted of four regions, formed with respect to the nutrient 
and the inhibitor concentration levels. The dead cell debris 
form a necrotic core covered by a layer occupied by quiescent 
cells that do not have enough nutrient to proliferate. In the next 
layer the cells are also quiescent, but this is due to high 
inhibitor levels, even though the nutrient present is adequate to 
support proliferation. In the exterior tumour layer the nutrient 
concentration is high enough and the inhibitor concentration is 
low enough so that the cells there proliferate. All parts of the 
fully developed tumour are characterized by the same diffusion 
constant, while a physical interpretation detailed described in 
[11] allows us to work in the steady state conditions, since the 
diffusion time scale is significantly shorter than the growth 
time scale. 
 When the cancer tumour is avascular, the nutrient 
concentration, denoted by σ , is the primary parameter. The 
other two basic parameters of physical growth are the inhibitor 
concentration β  and the pressure field P . To this end, we 
denote by σ ∞  the nutrient supply provided by the surrounding 
tissue and by P∞  the pressure field imposed, in a form that 
attributes the characteristics of a transversally isotropic 
medium. Therein, cell life is sustained if nσ σ ∗> , while cell 
proliferation is possible if both pσ σ ∗>  and β β ∗<  hold, 

where nσ ∗ , pσ ∗  and β ∗  are critical concentration values, which 
are characteristic of the host tissue. Then, the mathematical 
formulation of the nutrient, the inhibitor and the pressure field 
consists of boundary value problems joint together in a non–
linear ordinary differential equation, which describes the 
tumour evolution. The analytical manipulation of the Poisson’s 
and the Laplace’s partial differential equations in combination 
with the application of appropriate boundary conditions at 
every compartment’s interface, in order to obtain all the 
aforementioned fields, is mostly based on classical analytical 
techniques mainly drawn from references [13,14]. 
 In section II the prolate spheroidal geometry of our model 
is postulated and the avascular tumour’s domains with their 
boundaries are strictly defined. The corresponding boundary 
value problems in the prolate spheroidal coordinate system are 
stated in sections III and IV along with their implementation. 
In details, the analytical solution to obtain the nutrient and the 
inhibitor concentration is included in section III, while in 
section IV we derive the pressure field. In section V the 
evolution equation of the tumour’s exterior boundary is 
provided and the conditions, which secure self–consistency of 
the mathematical problem, are obtained. These conditions 
provide one of the paper’s main results on supporting a prolate 
spheroidal avascular growth. In addition, section VI is devoted 

to a geometrical reduction of the results drawn in this work 
into special cases and the corresponding spherical model in 
order to obtain the already known results for the spherical 
case. Finally, in section VII there is an outline of our work, 
which recapitulates the main points as a brief conclusion. 

II. STATEMENT OF THE PROBLEM 
 Let us consider a fully developed avascular tumour that 
grows maintaining all its boundary surfaces as confocal prolate 
spheroids. Therefore, given the fixed positive number 0c > , 
which denotes the semifocal distance of the prolate spheroidal 
system, we set the transformed prolate spheroidal coordinates 

( ), ,τ ζ φ  with semi–axes 2
1 2 1a a c τ= = −  and 3a cτ= , which 

are connected to the Cartesian coordinates ( )1 2 3, ,x x x=r  via 
the relations [13]  
 2 2

1 1 1 cosx c τ ζ φ= − − , (1) 

 2 2
2 1 1 sinx c τ ζ φ= − −  (2) 

and 
 3x cτζ= , (3) 
where the corresponding variables run within the intervals 

1τ ≥ , [ ]1,1ζ ∈ −  and [ )0,2φ π∈ . 
 For such ζ  and φ , the tumour’s compartments are defined 
so as to correspond to successive intervals of the prolate 
variable τ . In such terms, the tumour consists of a necrotic 
core nΩ , defined for every [ )1, nτ τ∈ , where 0 nσ σ ∗< < , 

surrounded by a quiescent layer qΩ , where ( ),n qτ τ τ∈  that is 
occupied by hypoxic cells, which are alive, but are not able to 
proliferate, since 0 n pσ σ σ∗ ∗< < < . In the subsequent layer 
there is enough nutrient to support proliferation but there is too 
much inhibitor concentration present to allow division, namely 

p−
Ω , for ( ),q pτ τ τ

−
∈ . In the next confocal layer denoted as 

p+
Ω , for ( ),p pτ τ τ

− +
∈  cell proliferation takes place, since 

pσ σ ∗>  and β β ∗< . Finally, the compartment of the normal 

host tissue eΩ  with ( ),p eτ τ τ
+

∈  is strongly affected by the 
cancerous mass growth. The interfaces between the successive 
compartments are denoted by jS  for , , ,j n q p p= − + . On the 
exterior surface eS , the surrounding provides nutrient  in the 
general form 

 ( ) ( ) ( ),
0

l e
l

e lPσ τ ζσ
∞

∞
=

∞ = ∑r  for every [ ]1,1ζ ∈ −  (4) 

and impose a pressure field 
 ( ) ( ) ( )2P p 1 1e e aτ ζ∞ ∞

 = + − r  for every [ ]1,1ζ ∈ − , (5) 

where the nutrient parameters ( ),l eσ τ∞  for 0l ≥  and the 

pressure parameter ( )p eτ∞  are subject to the exterior 
conditions. The constant 0a >  adapts the exterior pressure in 
a form that attributes the special characteristics of the prolate 
spheroidal tumour. Here, the functions lP  for 0l ≥ , stand for 
the Legendre functions of the first kind [14]. 
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 Our goal is the solution of proper boundary value problems 
within the aforementioned domains, in order to obtain the 
basic fields, i.e. the nutrient and the inhibitor concentration, as 
well as the pressure field in a closed analytical form in terms 
of the data (4) and (5). Once done, we proceed to the evolution 
equation of the tumour’s exterior boundary. 

III. NUTRIENT AND INHIBITOR CONCENTRATION 
 As both the nutrient and the inhibitor diffuse inward to or 
outward from the tumour, respectively, their distribution is 
described by standard parabolic partial differential equations, 
as it is shown in details in [11]. Though, it is a common 
assumption [3,4] that as the diffusion time scale is significantly 
shorter than the growth time scale, the chemicals maintain a 
diffusive equilibrium state. Therein, the partial differential 
equations for the nutrient and for the inhibitor concentration, 
become 

 ( ) jσ γ∆ =r  for every j∈ Ωr , , , , ,j n q p p e− +=  (6) 
and 

 ( ) jpβ∆ =r  for every j∈ Ωr , , , , ,j n q p p e− += , (7) 
respectively, where each physical constant jγ  and jp  denotes 
the consumption rate, or production rate, as the case may be, 
normalized by the well–known diffusion constants kσ  and kβ , 
respectively, at the corresponding region. 
 Here, we have assumed that as long as the cell remains in a 
certain phase of its cycle, its needs in nutrients are unaltered, 
no matter the availability on them. Therefore, we may suggest 
that all cells occupying the same tumour region have the same 
constant consumption rate, while the transmission from one 
region to another results to a discontinuous and instant change 
in the consumption rate, modeled by means of a step function. 
The same argumentation is followed for the inhibitor. In 
particular, the nutrient diffuses inward to the tumour and it is 
consumed at a rate jγ  that depends on the vital state of the 
cells and reflects the corresponding phase of the cell cycle, 
while, on the contrary, the inhibitor diffuses outward to the 
tumour and it is produced at a rate jp . Obviously, 0nγ =  as 

nΩ  is occupied by necrotic debris and 0qγ ≠ , since the cells 
in qΩ  are quiescent but alive. On the other hand, it is valid 
that :p p p qγ γ γ γ

− +
= = ≥ , since the cells in both p−

Ω  and p+
Ω  

are in a more active state and, finally, e qγ γ≥  but eγ  can be 
either grater or lower than pγ  depending on the kind of the 
healthy tissue in which the tumour grows. Probably, the 
suggestion of e pγ γ≤  has a physical reasoning due to the 
greater demands of the much longer proliferation phase of the 
cancerous cell cycle compared to the normal cell cycle. 
However, without loss of generality and in order to make our 
calculations simpler, we assume that 0eγ = . Under similar 
physical considerations as previously stated, we may refer to 
the inhibitor’s physical constants and claim that 0np ≠  and 

:q p p Lp p p p
− +

= = = , while 0ep = . Here, we complete with 
the position of the partial differential equations. 

 Both the nutrient and the inhibitor fields are regular at zero 
and continuous on each jS  for , , , ,j n q p p e− +=  as well. Their 
normal derivatives must be also continuous on each boundary 
[11]. In terms of the outward unit normal vector τ̂  and by 
definition [13] of the τ̂ –directional derivative in the prolate 
spheroidal coordinates, which reads as 

 

2

2 2

1ˆ
c

τ
ττ ζ

− ∂
⋅∇ =

∂−
τ  for [ ]1, eτ τ∈  and [ ]1,1ζ ∈ − , (8) 

it is readily seen that the boundary conditions to be satisfied 
for every [ ]1,1ζ ∈ −  and [ )0, 2φ π∈  yield 

 ( ) ( ), , , ,i jσ τ ζ φ σ τ ζ φ=  with , , , , ,i j n q p p e− +=  (9) 
and 

 
( ) ( ), ,, , ji

σ τ ζ φσ τ ζ φ
τ τ

∂∂
=

∂ ∂
 with , , , , ,i j n q p p e− +=  (10) 

for the nutrient concentration, while 

 ( ) ( ), , , ,i jβ τ ζ φ β τ ζ φ=  with , , , , ,i j n q p p e− +=  (11) 
and 

 
( ) ( ), ,, , ji

β τ ζ φβ τ ζ φ
τ τ

∂∂
=

∂ ∂
 with , , , , ,i j n q p p e− +=  (12) 

for the inhibitor concentration, provided that always j iτ τ> . 
Conditions (9) and (10) are supplemented by the nutrient 
supply (4), i.e., 

 ( ) ( ) ( ),
0

, , l e
l

e lPσ τ ζσ τ ζ φ
∞

∞
=

= ∑  for every [ ]1,1ζ ∈ − . (13) 

Moreover, on the boundaries nS  and qS  the critical values are 
met, a fact that will be especially useful in Section V. 
 Applying the standard method of separation of variables in 
every compartment Ω j  for , , , ,= − +j n q p p e , we solve the 
Laplace’s and the Poisson’s equations (6)–(7) and we perform 
some tedious but straightforward calculations, which are based 
on the proper application of the aforementioned boundary 
conditions (9)–(13 The results are obtained in a closed 
compact fashion in terms of the Heaviside function 

 ( )
1,

0,
j

j
j

H
τ τ

τ τ
τ τ

≥− =  <
 with , , ,j n q p p− +=  (14) 

and accordingly to the notation for , , , , ,j k n q p p e− +=  and 
, 0,1, 2,...l m = , provided by 

 ( ) ( ) ( ) ( ) ( ), ,
0, 0,:l m l m

k k l m k l m kE E P Q Q Pτ τ τ τ τ′ ′= = −  (15) 
and 
 ( ) ( ) ( ) ( ) ( ), ,

0, 0,:l m l m
k k l m k l m kW W P Q P Qτ τ τ τ τ′ ′= = − , (16) 

where 
 ( ), ,

, 0,:l m l m
j k k jE E τ=  and ( ), ,

, 0,:l m l m
j k k jW W τ= , (17) 

written in view of the Legendre functions of the first lP  and of 
the second lQ  kind [14]. Let us notice that the prime denotes 
derivation with respect to the argument, while all the fields are 
taken at ( ), ,τ ζ φ=r  with [ )1, eτ τ∈ , [ ]1,1ζ ∈ −  and [ )0, 2φ π∈ . 
 Then, the nutrient concentration yields 
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( ) ( ) ( ) ( )

( )
( )
( )

2 2,02,0
2,, 2

0
0 00 09 q

qq qn n n
e

n nq q

c PWW P
Q

Q QQ Q
γ

ττ
σ τ

τ ττ τ
=

   ′′   − + −  ′ ′′ ′    
r

            
( ) ( ) ( )

( )
( )

( )
( )

2 02 0
22

0
0 00 0

p

,,
pqp ,pq ,q

e
q qp p

PPWW
Q

Q QQ Q
γ

ττ
τ

τ ττ τ
++ +

+ +

  ′′   + − + −   ′ ′′ ′   

   ( ) ( )
( )

( )
2

2

2

2,22,22,2
,,,

22,2 2,2 2,2
, , ,9 e

e pe qe n
q q p p

n n q q p p

Pc
P

EEE
P

W W W
τ

ζ
τ

γ γ γ γ +

+ +

−
 
− + − + 

  
 

       ( ) ( )
( )

( ),
0

l
l e

l l e
l

P
P

P
τ

σ τ ζ
τ

∞

∞
=

+∑  

 ( ) ( ) ( ) ( )
( ) ( ) ( )( )

2
2

2 2 0 0
09n q

n
n n

n

c
H

P
P P Q Q

Q
τ τ γ

τ
τ τ τ τ

τ
+ −

′
− − − ′

 

 ( )
2,2
0,

22,2
,

1 n

n n

E
P

W
ζ

 
+ −      

 

 ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( )

2
2

2 2 0 0
09q q p

q
q q

q

c
H

P
P P Q Q

Q
τ τ γ γ

τ
τ τ τ τ

τ
− − −

 ′
 − − −

′
 

 ( )
2 2
0

22 21
,
,q
,

q ,q

E
P

W
ζ

 
+ −      

 

 ( ) ( ) ( ) ( )
( ) ( ) ( )( )

2
2

2 2 0 0
09p p

p
p p

p

c
H

P
P P Q Q

Q
τ τ γ

τ
τ τ τ τ

τ+

+

+ +

+

− −
 ′
 − − −

′
 

 ( )
2,2
0,

22,2
,

1 p

p p

E
P

W
ζ+

+ +

 
+ −      

. (18) 

Similarly, for the inhibitor concentration we derive 

( ) ( ) ( ) ( )
( )

2

2

2,02,0
,,

0 09 n

p pn n
L n L

n p

c
p p p

WW
p P

Q Q
τβ

τ τ
+ +

+

=
 
 − − +

′ ′  
r
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ττ
τ ζ+

+ +

+
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 ( ) ( ) ( ) ( )
( ) ( ) ( )( )

2
2

2 2 0 0
09p L

p
p p

p

c
H

P
p P P Q Q

Q
τ τ

τ
τ τ τ τ

τ+

+

+ +

+

− −
 ′
 − − −

′
 

 ( )
2,2
0,

22,2
,

1 p

p p

E
P

W
ζ+

+ +

 
+ −      

, (19) 

where it is verified that both (18) and (19), satisfy (6) and (7), 
respectively and boundary conditions (9)–(13), as well. 

IV. PRESSURE FIELD 
 The pressure field is imposed by the host boundary, along 
with the net cell gain. By combination of previous assumptions 

[4,5], which attribute the cells to the pressure gradient, as it is 
dictated by the Darcy law, we further assume that cells exhibit 
an active chemotactic movement [11] and move towards the 
direction of the nutrient gradient and opposite to the direction 
of the pressure and of the inhibitor gradients. In other words, 
we assume that the velocity of the tumour cells inside jΩ  with 

, , , ,= − +j n q p p e  is given by 

 ( ) ( ) ( ) ( )Pj P σ βµ µ σ µ β= − ∇ + ∇ − ∇v r r r r  for j∈ Ωr , (20) 
where Pµ , σµ

 
and βµ  are proportionality constants, which 

characterize the motility of the cell. Applying the divergence 
operator on both sides of (20) and implying (6) and (7) we 
obtain 

 ( )P jF∆ =r  for j∈ Ωr  with , , , ,= − +j n q p p e , (21) 
where 

 
: / / /j j P j P j PF G pσ βµ µ γ µ µ µ= − + − , (22) 

and :j jG = ∇ ⋅ v  denote the mass per unit volume, per unit 
time that is produced or lost in the region jΩ , normalized by 
the tissue’s density [11]. Easy physical argumentations allow 
us to consider q pF F

−
= , :p pF F

+
=  and 0eF = . 

 The boundary conditions that will complement the partial 
differential equations (21) with (22) and provide uniqueness to 
the corresponding Boundary Value Problems follow from the 
consideration that the pressure and its normal derivative must 
be regular at the origin and, moreover, they definitely should 
be continuous on the boundaries jS  for , ,j n q p−= , that is for 

[ ]1,1ζ ∈ −  and [ )0,2φ π∈  

 ( ) ( )P , , P , ,i jτ ζ φ τ ζ φ=  with , , ,i j n q p−=  (23) 
and 

 
( ) ( )P , ,P , , ji

τ ζ φτ ζ φ
τ τ

∂∂
=

∂ ∂
 with , , ,i j n q p−= , (24) 

provided that j iτ τ> . On the other hand, since the tumour, the 
affected compartment and the host tissue are considered to be 
fluids of different phase, then the corresponding boundary 
conditions on pS

+
 and eS  follow the Young–Laplace law for 

the case of two–face incompressible fluids. Thus, 

 ( ) ( ) ( )lim P lim P
j j

j jJ
τ τ τ τ

α
− +→ →

− =r r r  with ,j p e+= , (25) 

where J
 
stands for the prolate spheroid’s mean curvature and 

,p eα α
+

∈ , while the pressure field’s trace on the exterior 

surface at eS  is  provided via (5), in the form 

 ( ) ( ) ( ) ( )2lim P , , P , , p 1 1
e

e e a
τ τ

τ ζ φ τ ζ φ τ ζ
+ ∞ ∞

→
 = = + −   (26) 

for every [ ]1,1ζ ∈ −  and [ )0,2φ π∈ . In order to apply the 
boundary conditions (25), we expand function J  in Legendre 
series. Hence, by virtue of a geometrical analysis of our 
system, the definition of the mean curvature in the prolate 
geometry results to 

 

( )
( )

( ) ( )
2 2

2 32 2 0

1 2, ,
2 1

l l
l

J j P
c

τ τ ζτ ζ φ τ ζ
τ τ ζ

∞

=

− +
= − =

− −
∑ , (27) 
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evaluated at ,p eτ τ τ
+

=  for every [ ]1,1ζ ∈ −  and [ )0,2φ π∈ . It 

can be easily verified that for 0l ≥ , 

 
( ) ( ) ( ) ( )2

2 2 22
2 1

2 1
l l lj a b

c
ττ τ τ τ
τ

 = − − −
,
 

(28) 

corresponding to the even part and 
 ( )2 1 0lj τ+ = , (29) 
for the odd part, in terms of the complicated but practical 
notations
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∑  (30) 

and 
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1
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0
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l k
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m

l k m
l k m

τ τ
− −

−

=

 − −
× + 

− − +  
∑ . (31) 

Therefore, the pressure field that solves the boundary value 
problem (21)–(26) with the aid of definitions (26)–(31) at 

( ), ,τ ζ φ=r  with [ )1, eτ τ∈ , [ ]1,1ζ ∈ −  and [ )0,2φ π∈ , assumes 
the form 
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3 2 9e n
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It is easily verified that, after some trivial calculations, 
expression (32), satisfies (21) and the boundary conditions 
(23)–(26), as well. 

V. EVOLUTION EQUATION 
 The aim of this work is to determine the evolution of the 
tumour’s exterior boundary pS

+
 under the assumption that it 

evolves normally to itself, so as to remain a confocal prolate 
spheroid throughout the tumour’s development. Considering 
that the velocity of the cells on the exterior boundary is set to 
be 

 ( ) p
p p

d
dt

+

+ +
=

r
v r , (33) 

then equation (20) results to the following relationship in terms 
of τ̂  [14], i.e., 
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Then, since ( ), ,p pτ ζ φ
+ +

=r  for [ ]1,1ζ ∈ − , [ )0,2φ π∈  and in 
view of (8), we obtain 
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We, now, proceed by substituting the results (18), (19) and 
(32) evaluated on :p pS τ τ

+ +
= , in (35) and we expand both its 

sides in Legendre series. Next, we use standard orthogonality 
properties of Legendre functions [14] to arrive at a system of 
equations with two outcomes. 
 Firstly, the system is self–consistent for every [ ]1,1ζ ∈ −  and 

[ )0,2φ π∈  if the externally supplied nutrient has the particular 
form 
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where the term ( )0, eσ τ∞  is arbitrary and it is conveniently 
chosen accordingly to the particular physical requirements of 
every problem, while
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while by definition 
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 Secondly, we derive the evolution equation of the exterior 
tumour boundary pS

+
 at pτ τ

+
= , that is
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It is obvious that relationship (39) is an ordinary differential 
equation with respect to the function ( )p p tτ τ

+ +
= , where the 

uniqueness of its solution is secured by the initial condition 
( )0p pTτ

+ +
= , pT

+
 being the initial radial prolate spheroidal  

variable of the pS
+

 boundary. Moreover, the right hand–side 

of (39) depends on the time dependent boundaries at ( )n tτ , 

( )q tτ , ( )p tτ
−

 and ( )p tτ
+

. Hence, equation (39) is solvable 
under constraints, which interrelate these boundaries and 
secure that (39) is dependent only on ( )p tτ

+
. 

 These constraints are provided by the critical values of the 
nutrient and inhibitor concentrations. In particular, the critical 
nutrient value nσ ∗  determines if a cell dies out of starvation or 
not, so this value is met on the surface nS , that is 
 ( ) ( )q n n n nσ σ σ ∗= =r r  with ( ), ,n nτ ζ φ=r  (40) 

for every [ ]1,1ζ ∈ −  and [ )0,2φ π∈ . The nutrient pσ ∗  and the 

inhibitor β ∗  value determine if a cell proliferates or not, so 
these critical values are met on surfaces qS  and pS

−
i.e., 
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whereas [ ]1,1ζ ∈ −  and [ )0,2φ π∈ . Such kind of formulae
 
can be 

obtained by integration of σ  and β , given by (18)–(19), on 

the boundary surfaces :n nS τ τ= , :q qS τ τ=  and :p pS τ τ
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respectively, providing the critical values nσ ∗ , pσ ∗  and β ∗  as 
average values on these boundaries. This procedure implies 
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and 
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Expressions (43)–(45) form a non–linear system of three 
equations with three unknowns nτ , qτ  and pτ

−
, which can be 

solved  to provide them as a function of pτ
+

. Therein, this set 
of solutions is substituted to the evolution equation (39) and, 
finally, the last one is solved with respect to ( )p p tτ τ

+ +
=  in 

order to obtain the outer boundary’s evolution. 
 Concluding, a transversally isotropic pressure field alone 
cannot result to a prolate spheroidal tumour growth, but a 
specific nutrient supply given via (36) is also needed. This 
result could be interpreted in terms of the specific energy 
needed for the adhesion bonds between cells to preserve the 
lack of symmetry. 

VI. SPECIAL CASES – SPHERICAL MODEL 
 In this section, we are initially involved with the recovering 
of special geometrical cases. Consequently, the corresponding 
results for the oblate spheroidal geometry are obtained through 
the simple transformation [14] 
 iτ λ→  and c ic→ − , (46) 
where 0 λ≤ < +∞  and 0c >  are the new characteristic 
variables. Hence, all the corresponding fields described during 
our previous analysis, are readily obtained in oblate spheroidal 
coordinates, providing us with the results drawn in [12]. The 
asymptotic case of the needle can be reached by a prolate 
spheroid, where 1 2 30 a a a< = << < +∞ , while in the case where 
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2 3 10 a a a< << = < +∞  the oblate spheroid takes the shape of 
a circular disk. Those comprise some interesting limiting cases 
with physical importance. 
 On the other hand, the spheroidal geometry degenerates to 
the spherical one [14] in the limit, as the semifocal distance 
tends to zero, that is 0c → . For the corresponding analytical 
reduction, the limiting process is complicated and involves an 
appropriate combination of c  with the coordinate variables 

such as 2 2 1r c τ ζ≡ = + −r  for 1τ ≥  and 1ζ ≤ , as well as 
the following limits, 
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That way we recover the radial component r  (as well as 1
r

) of 

the spherical coordinate system ( ), ,r ζ φ  for [ )0,r ∈ +∞  (here 
0 er r≤ < ) and the variables ζ , φ  as usual [14], yielding 
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where it is obvious that the spherical normal unit vector on the 
surface of every sphere is given by [14] 
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 In order to obtain the corresponding mathematical forms 
for the spherical case, we need the definitions of the associated 
Legendre functions of the first m

lP  and of the second m
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for every 1τ ≥  and [ )0,r ∈ +∞  with the aim of the reduction 
formulas (47). Moreover, 
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with ( )2 1 1l ll d q+ = , while the relationships (50) and (51) are 
utilized for the zero order ( 0m = ) in our case. 
 On the other hand, the spheroidal geometry degenerates to 
the spherical one in the limit as 0c → , where a mathematical 
treatment upon our final results (18), (19), (32) and (39), leads 
to the recovering of the corresponding expressions for the 
sphere problem. Hence, using the standard reduction relations, 
described earlier, i.e., expressions (47)–(53), we proceed to 
the mathematical treatment for the calculation of the spherical 
fields in terms of the spherical position vector (48). To that 
end, the nutrient concentration (18) reduces to 
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where the corresponding boundaries of the spherical tumour’s 
structure, as well as the physical spherical quantities appearing 
within (54), represent the prolate spheroidal analogous. Under 
the same consideration the inhibitor concentration (19) has the 
spherical limiting expression 
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with this form being less complicated compared to (54). In a 
similar way, the pressure field in spherical coordinates is taken 
from the appropriate limiting procedure via (32) as 
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for every ( ), ,r ζ φ=r , whereas relations (54)–(56) hold true 

when the spherical variables run within the intervals [ )0, er r∈ , 

[ ]1,1ζ ∈ −  and [ )0, 2φ π∈ , while those expressions comprise 
part of the results of [11]. 
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 Finally, the evolution equation (39), after some trivial and 
straightforward manipulation, assumes the spherical form 
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which is the corresponding spherical form of a fully non–linear 
ordinary differential equation with respect to the tumour outer 
boundary pr

+
 and initial condition ( )0p pr R

+ +
= , since, in view 

of the critical values (43)–(45), we obtain 
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(60) 

Once (58)–(60) are readily solved to obtain nr , qr  and pr
−

 as a 

function of pr
+

, then relationship (57) can be uniquely solved 

to evaluate pr
+

as a function of time and  therefore to predict 
the evolution of the spherical tumour’s exterior boundary, 
which is our final goal. 

VII. CONCLUSION 
In the present work we analyzed a continuous non symmetrical 
model of avascular tumour growth that evolves maintaining a 
prolate spheroidal multilayer structure, lying inside a finite 
confocal prolate spheroidal host medium. Its evolution is 
regulated by the diffusion of an inhomogeneous nutrient field, 
and of an internally produced inhibitory agent. Moreover the 
evolution is affected by a pressure field, generated from the 
compensation of cell proliferation and disintegration and the 
transversally isotropic pressure imposed from the surrounding 
medium. 
 Hence, the model is formulated in three boundary value 
problems that hold true as the tumour evolves and provide the 
nutrient field, the internally produced inhibitor field and the 
pressure field throughout the spheroidal tumour, as well as the 
host surrounding. The model includes an assumption for the 
evolution of the tumour’s compartments, which is modeled as 
a non–linear ordinary differential equation with respect to the 
tumour’s exterior boundary and it also includes the three 
aforementioned main fields, calculated on the exterior prolate 
spheroidal boundary. Connection formulae between all the 
other boundaries with respect to the tumour’s exterior one are 
provided in analytical expressions. 

 It turns out that a concentric prolate spheroidal multilayer 
development under an externally imposed transversally 
isotropic pressure field could be secured only under a 
particular type of nutrient supply that in the same time 
specifies the way the exterior boundary evolves. 
 Our future step involves a numerical implementation of the 
derived analytical forms and of the non–linear evolution 
equation. Moreover, alternative evolution approaches for the 
same spheroidal structure in avascular tumour development, as 
well as alternative geometrical structure of the development, 
which is much more applicable to cancer growing in humans, 
is under our current investigation. 
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Abstract— We exploit methods of operational nature to derive a 

set of new identities involving families of polynomials associated 
with operators providing different realizations of the Weyl group. 

The identities, we will deal with, extend the Nielsen formulae, 
valid for ordinary Hermite to families of Hermite-like polynomials. It 
will also be shown that the underlying formalism yields the 
possibility of obtaining further identities relevant to multi-variable 
and multi-index polynomials. 
 

Keywords— Orthogonal Polynomials, Hermite, Weyl group, 
monomiality principle, generating functions.  

I. INTRODUCTION 
HE use of the monomiality principle [1], a by product of 
the Lie group treatment of special functions [2,3], has 

offered a powerful tool for studying the properties of families 
of special functions and polynomials. Within the context of 
such a treatment, a polynomial ( )np x  is said quasi-monomial 
(q.m.), if two operators exist and act on the polynomial as a 
derivative and multiplicative operators respectively, namely: 
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In the case of two-variable Kampé de Fériet polynomials 
[1,4,5], we have: 
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where the associated multiplication and derivative operators, 
are identified as: 
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According to what has been discussed in reference [1], if  

0 ( ) 1p x = , then ( )np x  can be explicitly constructed as: 
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thus, in the case of Hermite, we obtain: 
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The above identity is essentially the Burchnall operational 
formula, whose proof can be found in the papers [6,7]; in the 
next section, where the problem is treated in a wider context, 
we will see a generalization of this identity. 
By using the above relations, we can immediately state the 
following identity: 
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It is easy, in fact to note that the r.h.s. of the equation (6) could 
be written as: 
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In the paper [1], we have stated many relevant relations 
regarding the two-variable Hermite polynomials, in particular 
it is also possible to obtain the following statement: 
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which is useful to rewrite the relation (6) in the form: 
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By following an analogous procedure it is possible to derive 
these relevant relations satisfied by the two-variable Hermite 
polynomials: 
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where we have indicated with [ ],n m  the minimum of ( , )n m . 
These identities can be viewed as an extension of those 
derived by Nielsen [2], for the ordinary case.  
The paper consists of three sections. In section II we will 
discuss higher order Kampé de Fériet Hermite polynomials 
and the associated identities; section III is devoted to final 
remarks and comments on the possible extension of the 
method presented to other families recognized as Hermite 
polynomials.      

II. OPERATIONAL RULES AND HIGHER ORDER HERMITE 
POLYNOMIALS 

In the paper [4], we have seen the two-variable Hermite 
polynomials of order m ∈ , 2m ≥ , defined by the series:   
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It is immediately easy to observe that these polynomials could 
be recognized as quasi-monomial under the action of the 
following operators: 
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Moreover, it is possible to introduce a further generalization, 
by considering the case of m-variable Hermite polynomials of 
order m, by setting: 
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This family of Hermite polynomials is also quasi-monomial 
with the related operators: 
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In the paper [1], presenting the concepts and the related 
formalism of the monomiality principle, we stated the 

following identity: 
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which implies that the present families of polynomials satisfy 
the differential equations: 

 

( ) ( )( , ) ( , )
m

m m
n nmmy x H x y nH x y

xx
 ∂ ∂

+ = ∂∂ 
, (15) 

 

( ) ( )
1 1 1

2 11

( ,..., ) ( ,..., )
s sm

m m
s n m n ms

s
sx x H x x nH x x

xx=

 ∂ ∂
+ = ∂∂ 

∑ . (16) 

 
We prove, now, an important extension of the Weyl identity, 
that is: 
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where ξ  being a parameter. 
If we consider the exponential operator: 
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where ξ  is a parameter and 
^
A  and 

^
B  denote operator such 

that: 
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with k commuting with both of them. 
The decoupling theorem for the exponential operator (18) can 
be proved as follows. By keeping the derivative of both sides 
with respect to ξ , we get:  
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we finally find: 
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which can be easily integrated. Thus getting in conclusion: 
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It is immediately to note that identity (17) follows as a 
particular case with: 
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The generalization of the Weyl identity, which we have proved 
above, allows us to derive the following generalized Burchnall 
identity: 
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where we have indicated with G the expression: 
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The relation in (22), for 3m = , specializes as: 
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An immediate application of these last identities is the 
derivation of the following Nielsen formula: 
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where: 
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The explicit form of the ( 1)
, ( , )m

n rF x y−  polynomials can be 
evaluated fairly straightforwardly; in the case 3m = , we get 
indeed: 
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A further application of the so far developed method is 
associated with the derivation of generating functions of the 
type: 
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Before to proceed, let us remind that [7]: 
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and then, according with the statement in equation (22), we 
have: 
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i.e. 
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Finally, by using the relation (28), we can obtain the relevant 
operational expression: 
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These last results complete the preliminary conclusions 
obtained in references [5,7]. In the next and last section will be 
presented further comments on the families of Hermite-like 
polynomials and will be derived interesting operational rules. 
 

III. OPERATIONAL RULES AND MULTI-INDEX HERMITE 
POLYNOMIALS 

The method described in the previous sections is devoted to 
the operational rules of polynomials characterized by a single 
index and, eventually, more than one variable. In this section 
we will outline the technique to extend the method to multi-
index polynomials [8,9,10]. In particular, the structure and 
some interesting properties of the incomplete 2-dimensional 
Hermite polynomials, we will consider this family as example 
to generalize the operational method shown previously.  
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Let us remind that the incomplete 2-dimensional Hermite 
polynomials are defined by the series: 
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where τ ∈ , [ ], min( , )m n m n=  and their generating function 
has the form:  
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By noting that (see [1,7]), the two-variable Kampé de Fériet 
Hermite polynomials could be defined also by the following 
operational expression: 
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it is easy to derive the analogous relation for the polynomials 
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In the first section we have presented the Burchnall identity, 
see equation (5), and we have stated a generalization for the 
case of two-variable Hermite polynomials of order m, in 
section II, by equation (22). Before to proceed, it could be 
useful to exploit the procedure of generalization of this 
important identity. Let consider the operator:  
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by multiplying both sides by:  
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By using the generalized Weyl identity (eq. (21)), proved in 
the previous section, we can rearrange the above relation in the 
form: 
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and, since the generating functions of the generalized Hermite 
polynomials of order m, are [1,4]: 
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we can rewritten the r.h.s. of the relation (38) as the product of 
two series involving the generalized Hermite polynomials of 
order m and we finally obtain: 
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which complete prove the generalized Burchnall identity (22). 
It is now immediate to derive a further generalization for the 
incomplete 2-dimensional Hermite polynomials discussed in 
this section. We can indeed exploit the operational rule stated 
in the equation (35) to derive the following Burchnall-type 
identity: 
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In section I, we have stated relevant operational identities for 
the two-variable Hermite polynomials as presented in the 
relation (9); it is immediately to note that the polynomials 

, ( , | )m nh x y τ  satisfied the following identity: 
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and then, from the formula (41), we can obtain the relevant 
operational identity : 
 

[ ] [ ]

2 ,2

22
,2 2

0 0

( , | )

( )( ! !) ( , | ) .
! ! ( )! ( )!

m n

p qm n

m p n q
p q

h x y

m n h x y
p q m p n q

τ

τ τ
+

− −
= =

=

−   − −
∑∑ (43) 

 
The aspects and the related considerations presented I this 
paper could be investigate in a deeper way in a forthcoming 
investigations. It is important to remark that many of the 
operational rules presented here could be generalized for a 
wide range of Hermite-like polynomials. Moreover, the 
structure of the operational techniques here described is also 
possible to be extended to other classes of polynomials as the 
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Laguerre and Legendre families. Also about this last point, we 
will discuss in a future paper.    
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Abstract—This paper presents the following definition which is a 
natural combination of the definition for asymptotically equivalent of 
order α ,where 0 < < 1α ,  -statistically limit, and  -lacunary 
statistical convergence. Let θ  be a lacunary sequence; the two 
nonnegative sequences = ( )kx x  and = ( )ky y  are said to be 
asymptotically  -lacunary statistical equivalent of order α  to 
multiple L  provided that for every > 0ε , and > 0δ , 

 
1{ : | { :| | } | } ,k

r
kr

x
r k I L

yhα ε δ∈ ∈ − ≥ ≥ ∈   

(denoted by 
( )LS I

x y
α

θ
 ) and simply asymptotically  -lacunary 

statistical equivalent of order α  if = 1L . In addition, we shall also 
present some inclusion theorems.The study leaves some interesting 
open problems. 
 
Keywords—Asymptotical equivalent, ideal convergence,  -
statistical convergence,  -lacunary statistical convergence, 
statistical convergence of orderα . 
 

INTRODUCTION 
The concept of statistical convergence was introduce by Fast 
[4] in 1951. 
A sequence ( )kx  of real numbers is said to be statistically 
convergent to L  if for arbitrary > 0,ε  

1 | { < :| | } |= 0,kk n x L
n

ε− ≥  

where by <k n  we mean that = 0,1,2,...,k n  and the vertical 
bars indicate the number of elements in the enclosed set. In 
this case we write =st limx L−  or ( )kx L st . 
The idea of statistical convergence was further extended to 
-convergence in [7] using the notion of ideals of   with many 
interesting consequences.  

 
By a lacunary = ( );rkθ = 0,1,2,...r  where 0 = 0k , we shall 
mean an increasing sequence of non-negative integers with 

1r rk k −− → ∞  as r → ∞ . The intervals determined by θ  will 
be denoted by 1= ( , ]r r rI k k−  and 1=r r rh k k −− . The ratio 

1

r

r

k
k −

 will be denoted by rq . 

Moreover, the following concept is due to Fridy and Orhan[6].  

 
 

 A sequence ( )kx  of real numbers is said to be lacunary 
statistically convergent to L (or Sθ -convergent to L  ) if for 
any > 0,ε  

1 | { :| | } |= 0lim r k
r r

k I x L
h

ε
→∞

∈ − ≥  

where | |A  denotes the cardinality of .A ⊂   
 

Recently in ([3] and [11]), we used ideals to introduce the 
concepts of  -statistical convergence and  -lacunary 
statistical convergence which naturally extend the notions of 
the above mentioned convergence. 
On the other hand, in [1] a different direction was given to the 
study of statistical convergence where the notion of statistical 
convergence of order α , 0 < < 1α  was introduced by 
replacing n  by nα  in the denominator in the definition of 
statistical convergence. One can also see [2] for related works. 
In 1993 Marouf [9] presented definitions for asymptotically 
equivalent sequences and asymptotic regular matrices.Also,in 
1997, Li [8] presented and studied asymptotic equivalence of 
sequences and summability. In 2003, Patterson [10] extended 
these concepts by presenting an asymptotically statistical 
equivalent analog of these definitions and natural regularity 
conditions for nonnegative summability matrices. 
In present paper, we intend to unify these two approaches and 
we use asymptotical equivalent to introduce the concept 
asymptotically  -statistical equivalent of order α  and 
asymptotically  -lacunary statistical equivalent of order α . 
In addition to these definitions, natural inclusion theorems 
shall also be presented. 
Throughout by two sequences = ( )kx x  and = ( )ky y  we shall 
mean two sequences of real numbers. 

I. MAIN RESULT 
The following definitions and notions will be needed in the 
sequel. 
 
Definition 1.(Marouf, [9]) Two nonnegative sequences 

= ( )kx x  and = ( )ky y  are said to be asymptotically 
equivalent if  

= 1lim k

k k

x
y

 

(denoted by x y ). 
Definition 2.(Fridy, [5]) The sequence = ( )kx x  has statistic 
limit L , denoted by lim =st s L−  provided that for every 

> 0ε ,  
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1 { :| | } = 0.lim k
n

the number of k n x L
n

ε≤ − ≥  

 
The next definition is natural combination of definitions 1 and 
2. 
Definition 3.(Patterson, [10]) Two nonnegative sequences

= ( )kx x  and = ( )ky y  are said to be asymptotically statistical 
equivalent of multiple L  provided that for every > 0ε ,  

1 { < :| | } = 0lim k

n k

x
the number of k n L

n y
ε− ≥  

(denoted by 
SL

x y ), and simply asymptotically statistical 
equivalent if = 1L . 
Definition 4. A family 2⊂   is said to be an ideal of   if 
the following conditions hold: 

(a) ,A B ∈   implies ,A B∪ ∈   
(b) , A B A∈ ⊂  implies ,B ∈   

Definition 5. A non-empty family 2F ⊂   is said to be an 
filter of   if the following conditions hold: 

(a) ,Fϕ ∉  
(b) ,A B F∈  implies ,A B F∩ ∈  
(c) , A F A B∈ ⊂  implies ,B F∈  
If   is a proper ideal of   (i.e., ∉  ), then the 

family of sets ( ) = { :  : = \ }F M A M A⊂ ∃ ∈    is a 
filter of .  It is called the filter associated with the ideal. 
Definition 6. A proper ideal   is said to be admissible if 
{ }n ∈   for each .n ∈  
Throughout   will stand for a proper admissible ideal of  . 
Definition 7.([7]) Let 2⊂   be a proper admissible ideal in 

.  Then the sequence ( )kx  of elements of   is said to be 
-convergent to L ∈  if for each > 0ε  the set 

( ) = { :| | } .kA k x Lε ε∈ − ≥ ∈   
We now introduce our main definitions. 
Definition 8. A sequence = ( )kx x  is said to be  -
statistically convergent of order α  to L  or ( )S α -
convergent to L , where 0 < 1α ≤ , if for each > 0ε  and 

> 0δ  
1{ : |{ :| | } | } .kn k n x L

nα ε δ∈ ≤ − ≥ ≥ ∈   

In this case we write ( ( ) ).kx L S α→   The class of all  -
statistically convergent sequences of order α  will be denoted 
by simply ( ) .S α  
Also the next definition is natural combination of definitions 1 
and 8. 
Definition 9. The two nonnegative sequences = ( )kx x  and 

= ( )ky y  are said to be asymptotically  - statistical 
equivalent of order α  to multiple L , where 0 < 1α ≤ , 
provided that for each > 0ε  and > 0δ  

1{ : | { :| | } | } ,k

k

x
n k n L

ynα ε δ∈ ≤ − ≥ ≥ ∈   

(denoted by 
( )LS

x y
α





) and simply asymptotically  - 
statistical equivalent of order α  if = 1L . Furthermore, let 

( )LS α  denote the set of x  and y  such that 
( )

.
LS

x y
α





 
Remark 1. If = = { :fin A A⊆ N   is a finite subset}, 
asymptotically  - statistical equivalent of order α  to 
multiple L  coincides with asymptotically statistical 
equivalent of order α  to multiple L . For an arbitrary ideal   
and for = 1α  it coincides with asymptotically  - statistical 
equivalent of multiple L . When = fin   and = 1α  it 
becomes only asymptotically statistical equivalent of multiple 
L , [10]. 
Definition 10. Let θ  be a lacunary sequence. A sequence 

= ( )kx x  is said to be  -lacunary statistically convergent of 
order α  to L  or ( )S I α

θ -convergent to L  if for any > 0ε  
and > 0δ  

1{ : |{ :| | } | } .r k
r

r k I x L
hα ε δ∈ ∈ − ≥ ≥ ∈   

In this case we write ( ( ) ).kx L S α
θ→   The class of all  -

lacunary statistically convergent sequences of order α  will be 
denoted by ( )S α

θ  . 
We now have 
Definition 11. Let θ  be a lacunary sequence; the two 
nonnegative sequences = ( )kx x  and = ( )ky y  are said to be 
asymptotically  -lacunary statistical equivalent of order α  
to multiple L  provided that for any > 0ε  and > 0δ  

1{ : | { :| | } | } ,k
r

kr

x
r k I L

yhα ε δ∈ ∈ − ≥ ≥ ∈   

(denoted by 
( )LS I

x y
α

θ
 ) and simply asymptotically  -lacunary 

statistical equivalent of order α  if = 1L . Furthermore, let 

( )LS α
θ   denote the set of x  and y  such that 

( )

.
LS

x y
α

θ




 
Remark 2. For = 1α  the above definition coincides with 
asymptotically  -lacunary statistical equivalent of multiple 
L . Further it must be noted in this context that asymptotically 
 -lacunary statistical equivalent of order α  to multiple L  
has not been studied till now. Obviously, if we take = fin   
asymptotically lacunary statistical equivalent of order α  to 
multiple L  is a special case of asymptotically  -lacunary 
statistical equivalent of order α  to multiple L .  
Theorem 1. Let 0 < 1α β≤ ≤ . Then ( ) ( )S Sα β⊂  . 
Proof: Let 0 < 1α β≤ ≤ . Then  

| { :| | } | | { :| | } |k k

k k

x xk n L k n L
y y
n nβ α

ε ε≤ − ≥ ≤ − ≥
≤  

 and so for any > 0δ ,  
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| { :| | } |
{ : }

|{ :| | } |
{ : }.

k

k

k

k

xk n L
y

n
n
xk n L
y

n
n

β

α

ε
δ

ε
δ

≤ − ≥
∈ ≥ ⊂

≤ − ≥
∈ ≥





 

Hence if the set on the right hand side belongs to the ideal   
then obviously the set on the left hand side also belongs to  . 
This shows that ( ) ( )S Sα β⊂  . 
Similarly we can show that 
Theorem 2. Let 0 < 1α β≤ ≤ . Then 

(i) ( ) ( )L LS Sα β
θ θ⊂  . 

(ii) In particular ( ) ( )L LS Sα
θ θ⊂  . 

Definition 12. Let θ  be a lacunary sequence; two number 
sequences = ( )kx x  and = ( )ky y  are strong  - 
asymptotically lacunary equivalent of order α  to multiple L  
provided that for any > 0ε  

1{ :   | | } ,k

k I kr r

x
r L

yhα ε
∈

∈ − ≥ ∈∑   

(denoted by 
( )LN I

x y
α

θ
 ) and simply strong asymptotically  -

lacunary statistical equivalent of order α  if = 1L . Further, let 

( )LN α
θ   denote the set of x  and y  such that 

( )

.
LN

x y
α

θ




 
We prove the following 
Theorem 3. Let = { }r rkθ ∈  be a lacunary sequence, then 
 

        (a) If 
( )LN

x y
α

θ




 then 
( )LS

x y
α

θ




 
        (b) ( )LN α

θ   is a proper subset of ( )LS α
θ   

 

Proof: (a) If > 0ε  and 
( )LN

x y
α

θ




, we can write  

,| |

 | |

 | | | { : | | } |

k

k I kr

k k
r

x k kkk I Lr yk

x
L

y

x x
L k I L

y y
ε

ε ε

∈

∈ − ≥

− ≥

− ≥ ∈ − ≥

∑

∑

 1 1   | |  | { : | | } | . 
.

k k
r

k I k kr rr

x x
and so L k I L

y yh hα α ε
ε ∈

− ≥ ∈ − ≥∑  

Then for any > 0δ  
1{ : |{ :| | } | }

1{ :   | | . } .

k
r

r k

k

k Ir kr

xr k I L
h y

xr L
h y

α

α

ε δ

ε δ
∈

∈ ∈ − ≥ ≥ ⊆

∈ − ≥ ∈∑



 
 

This proves the result. 
 

(b) In order to establish that the inclusion 
( ) ( )L LN Sα α

θ θ⊆   is proper, let θ  be given and define kx  to 

be 1,2,...,[ ]rhα  at first [ ]rhα  integers in rI  and = 0kx  
otherwise for all = 1,2,3,...r  . = 1ky  for all k . Then for any 

> 0,ε  

[ ]1 |{ :| 0 | } | rk
r

kr r

hx
k I

yh h

α

α αε∈ − ≥ ≤  

and for any > 0δ  we get  
 

[ ]1{ : | { :| 0 | } | } { : }.rk
r

kr r

hx
r k I r

yh h

α

α αε δ δ∈ ∈ − ≥ ≥ ⊆ ∈ ≥   

Since the set on the right hand side is a finite set and so 

belongs to   it follows that 
( )LS

x y
α

θ




. 
On the other hand  

[ ]([ ] 1)1 1  | 0 |= .   .
2

r rk

k I kr rr

h hx
yh h

α α

α α
∈

+
−∑  

Then 
[ ]([ ] 1)1 1 1{ :   | 0 | } = { : }

4 2
= { , 1, 2,...}

r rk
k Ir k rr

h hx
r r

y hh
m m m

α α

α ∈

+
∈ − ≥ ∈ ≥

+ +

∑ 

 for some m ∈  which belongs to ( )F   since   is 

admissible. So the following fails 
( )LN

x y
α

θ




. 
Remark 4. The following two conditions remain true for 
0 < < 1α  is not clear and we leave them as open problems. 

(2) x l∞∈  and 
( )LS

x y
α

θ




⇒
( )

,
LN

x y
α

θ




 
(3) ( ) = ( ) .L LS l N lα α

θ θ∞ ∞∩ ∩   
 We now investigate the relationship between 

( )LS

x y
α





 and 
( )

.
LS

x y
α

θ




 
Theorem 4. Let   is an ideal and = { }rkθ  is a lacunary 
sequence, then  

( )( )
LL SS

x y implies x y
αα

θ
 



 
if lim > 1.inf r rqα  
Proof: Suppose first that lim > 1.inf r rqα  Then there exists 

> 0σ  such that 1rqα σ≥ +  for sufficiently large r  which 
implies that  

.
1

r

r

h
k

α

α

σ
σ

≥
+

 

Since 
( )

,
LS

x y
α





 then for every > 0ε  and for sufficiently 
large ,r  we have  

1 1|{ :| | } | | { :| | } |k k
r r

k kr r

x x
k k L k I L

y yk kα αε ε≤ − ≥ ≥ ∈ − ≥

1. | { :| | } | .
1

k
r

kr

x
k I L

yhα

σ ε
σ

≥ ∈ − ≥
+

 

Then for any > 0,δ  we get  
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1{ : | { :| | } | }k
r

kr

x
r k I L

yhα ε δ∈ ∈ − ≥ ≥  

1{ : | { :| | } | } .
(1 )

k
r

kr

x
r k k L

ykα

δσε
σ

⊆ ∈ ≤ − ≥ ≥ ∈
+

   

This proves the result. 
Remark 5. The converse of this result is not clear for < 1α  
and we leave it as an open problem. 
For the next result we assume that the lacunary sequence θ  
satisfies the condition that for any set ( )C F∈  , 

1{ : < < , } ( )r rn k n k r C F− ∈ ∈


 . 
Theorem 5. For a lacunary sequence θ  satisfying the above 
condition,  

( ) ( )

implies
L LS S

x y x y
α α

θ
 

 

 

 if 1 1
=0

1

sup = ( ) < .
( )

r i
i

r r

h
B say

k

α

α

− +

−

∞∑  

Proof: Suppose that 
( )LS

x y
α

θ




 and for 1, , > 0ε δ δ  define the 
sets  

1= { : | { :| | } |< }k
r

kr

x
C r k I L

yh α ε δ∈ ∈ − ≥  

and  

1
1= { : | { :| | } |< }.k

k

x
T n k n L

ynα ε δ∈ ≤ − ≥  

It is obvious from our assumption that ( )C F∈  , the filter 
associated with the ideal  . Further observe that  

1= |{ :| | } |<k
j j

kj

x
A k I L

yh α ε δ∈ − ≥  

for all j C∈ . Let n ∈  be such that 1 < <r rk n k−  for some 
r C∈ . Now  

 

1

1 1|{ :| | } | | { :| | } |k k
r

k kr

x x
k n L k k L

y yn kα αε ε
−

≤ − ≥ ≤ ≤ − ≥  

 

1
1 1

1 1= |{ :| | } | | { :| | } |k k
r

k kr r

x x
k I L k I L

y yk kα αε ε
− −

∈ − ≥ + + ∈ − ≥

 

 1
1

1 1

1= |{ :| | } |k

r k

xk k I L
k h y

α

α α ε
−

∈ − ≥ + +  

 1

1

( ) 1 |{ :| | } |kr r
r

r r k

xk k k I L
k h y

α

α α ε−

−

−
∈ − ≥  

 

 1 2 1 1
1 2

1 1 1

( ) ( )
= r r

r
r r r

k k k k kA A A
k k k

α α α

α α α
−

− − −

− −
+ + +  

 
1

1

=0 1

( )
. < .sup sup

r
i i

j
j C r i r

k k
A B

k

α

α δ
−

+

∈ −

−
≤ ∑  

Choosing 1 =
B
δδ  and in view of the fact that 

1{ : < < , }r rn k n k r C T− ∈ ⊂


 where ( )C F∈   it follows 
from our assumption on θ  that the set T  also belongs to 

( )F   and this completes the proof of the theorem. 
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Lp and BMO-solvability of the Dirichlet problem
for elliptic operators

Gabriella Zecca

Abstract—We establish a connection between the solvability of
end-point BMO and Lp Dirichlet problems for a second order
divergence form elliptic operator (not necessarily symmetric) with
bounded measurable coefficients. In particular, we give a lower
bound for the exponent p > 1 in terms of the BMO-constant of
L (see Definition 8).

Keywords and Phrases - Dirichlet problem, Bounded mean oscil-
lation, elliptic measure.

Math Subject Classifications. 42B37 35J25, 35R05

I. INTRODUCTION

Let Ω ⊂ Rn denote a Lipschitz domain. For K > 1
we consider the class E(K) of measurable (not necessarily
symmetric) matrix fields A(x) ∈ L∞(Ω) such that

|ξ|2

K
6 〈A(x)ξ, ξ〉 6 K |ξ|2 (1)

for a.e. x ∈ Ω and for any ξ ∈ Rn.
We examine the classical Dirichlet boundary value problem:{

Lu = 0 in Ω
u|∂Ω

= f ∈ C(∂Ω)
(2)

where
L = div(A(x)∇ ) (3)

is an elliptic operator whose coefficient matrix A(x) belongs
to E(K).

For 1 < p <∞, the problem (2) is called Lp- solvable and
the operator (3) is said Lp-resolutive, if there exists a constant
Cp > 0 for which the following holds: For any f ∈ C(∂Ω)
the unique solution u ∈ W 1,2

loc (Ω) ∩ C(Ω̄) to (2) satisfies the
uniform estimate

‖Nu‖Lp(∂Ω) 6 C ‖f‖Lp(∂Ω) ,

where Nu is the nontangential maximal function,

Nu(x) = sup
y∈G(x)

|u(y)|

(here G(x) is a truncated cone with vertex at x) and where C
depends only on the Lipschitz character of Ω and the ellipticity
of L.

In order to state a necessary and sufficient condition that
problem (2) is Lp- solvable we shall now recall a key notion
of the theory, namely the “elliptic measure”. To this effect we
assume that Ω contains the origin of Rn and we consider the
linear functional

f ∈ C(∂Ω) −→ u(0)

G. Zecca is with the Department of Mathematics, University of Naples
’Federico II’ Naples, Italy.

where u ∈W 1,2
loc (Ω)∩C(Ω) is the unique solution of Problem

(2). Then, there is a unique Borel regular probability measure
ωL on ∂Ω such that

u(0) =

∫
∂Ω

f(σ)dωL(σ),

Such ωL is called “elliptic measure” associated with L (see
[9]).

Definition I.1. We say that the measure ω supported on ∂Ω
belongs to the Gehring class Bq , 1 < q <∞, if ω is absolutely
continuous with respect to the surface measure σ on ∂Ω, and
the Radon-Nikodym derivative w = dω

dσ verifies the “reverse
Hölder inequality”(

1

σ(∆)

∫
∆

wqdσ

) 1
q

6
B

σ(∆)

∫
∆

wdσ (4)

with a certain constant B > 1 and for all surface balls ∆ ⊂
∂Ω.

Theorem I.1. [9] The following conditions are equivalent ( 1
p+

1
q = 1): i) problem (2) is Lp- solvable; ii) the elliptic measure
ωL of the operator L belongs to the Gehring class Bq .

We refer the reader to the papers [3], [4], [1], [6] and to [8]
for more details.

In order to define the BMO-solvability for L as in [5], we
need to introduce some notations.

For any x ∈ ∂Ω we set Br(x) = {y : |y − x| 6 r} and we
denote by ∆r(x) the surface ball Br(x) ∩ ∂Ω. Moreover we
denote by T (∆r) = Ω ∩ Br(x) the Carleson region above
∆r(x).

A measure µ in Ω is Carleson if there exist r0 > 0 and
C > 0 such that for all r 6 r0,

µ(T (∆r)) 6 Cσ(∆r).

For such measure µ we denote by ‖µ‖Car the quantity

‖µ‖Car = sup
∆⊂∂Ω

(σ(∆)−1µ(T (∆)))
1
2

We say that a function f : ∂Ω→ R belongs to BMO with
respect to the surface measure dσ if

sup
I⊂∂Ω

σ(I)−1

∫
I

|f − fI |2dσ <∞.

Here fI = σ(I)−1
∫
I
fdσ. We denote by ‖f‖BMO(p) the

number

‖f‖BMO(p) = sup
I⊂∂Ω

(
σ(I)−1

∫
I

|f − fI |pdσ
) 1

p

.
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It can be shown that, for any 1 6 p < ∞, ‖f‖BMO(2) < ∞
if and only if ‖f‖BMO(p) < ∞. Moreover, ‖ · ‖BMO(p) and
‖ · ‖BMO(2) are equivalent in the sense that there is a constant
C > 1 such that the inequality

C−1‖f‖BMO(p) 6 ‖f‖BMO(2) 6 C‖f‖BMO(p)

holds for any BMO function f .

Definition I.2. The Dirichlet problem (2) is called BMO-
solvable for L (and the operator L is said BMO-resolutive)
if the solution u for continuous boundary data f satisfies

‖|∇u|2δ(x)dx‖Car � ‖f‖BMO(2).

Here δ(x) =dist(x, ∂Ω). Equivalently, there exists a constant
C such that for all continuous f ,

sup
∆⊂∂Ω

σ(∆)−1

∫ ∫
T (∆)

|∇u|2δ(x)dx

6 C sup
I⊂∂Ω

σ(I)−1

∫
I

|f − fI |2dσ.
(5)

Note that even though one defines BMO-solvability only
for continuous boundary data, the solution u can be defined for
any BMO function f : ∂Ω → R and moreover the estimate
will hold. In addition, such a solution u will have a well-
defined nontangential maximal function Nu(x) for almost
every point x ∈ ∂Ω and in the nontangential sense

f(x) = lim
y→x,y∈G(x)

u(y), for a.e.x ∈ ∂Ω

(see [5]).

We will call BMO-constant of the operator L the quantity

BMO(L) = sup

(
‖|∇u|2δ(x)dx‖Car
‖f‖BMO(2)

)2

. (6)

Moreover we will denote by D2(σ) the doubling constant
of the surface measure σ on Ω, and precisely

D2(σ) = sup
∆

σ(∆(x, 2r))

σ(∆(x, r))
.

An easy computation shows that, for example, if Ω = D,
the unit disc of R2, then D2(σ) = 3 and in case Ω = B the
unit sphere of R3, then D2(σ) = 4.

In [5] the following result is obtained (see [5], Theorem
2.2).

Theorem I.2 ([5]). Assume that L is BMO-resolutive. Then
there exist p0 > 1 such that the Lp Dirichlet problem for L is
solvable for all p0 < p <∞.

Last result is obtained by the authors by proving that an
operator L in our class E(K) is BMO-solvable if and only
if the elliptic measure ωL belongs to the Muckenhoupt class
A∞ = ∪Bq with respect to the surface measure on the
boundary of the domain of solvability Ω. And when the density
of harmonic measure with respect to surface measure belongs
to some Bq0 , using Theorem I.1, it turns out that the Dirichlet
problem is Lp0 solvable where 1/q0 + 1/p0 = 1. The range

of solvability (p0,∞) can be then obtained by observing that
Bq0 ⊂ Bq for q < q0.

In this note our aim is to give an upper bound for such
exponent p0 in terms of the BMO constant of L appearing
in (8). In particular our main result is the following

Theorem I.3. Let Ω ⊂ Rn be a Lipschitz domain and let L be
a divergence form elliptic operator with bounded coefficiens,
satisfying the strong ellipticity condition. Assume the operator
L be BMO-resolutive. Then L is Lp resolutive, for all p >
1 + ρ0 where

ρ0 = C ·D2(ωL)2 ·BMO(L) + e · logD2(σ). (7)

Here C = C(n), D2(ωL) is the doubling constant of the
elliptic measure ωL and BMO(L) is the BMO constant of
L defined in (8).

We note explicitely that a similar result can be obtained in
the context of the Orlicz boundary data (see [13], [14]).

Finally, we note that using [12] Theorem 1.3, by Theorem
I.2 it is easy to prove a simultaneous BMO-solvability result
for two different operators without assumption on the distance
of the operator’s coefficients near the boundary.

II. PROOF OF THEOREM I.3

A key ingredient in our proof will be the following result:

Theorem II.1 ([5]). Assume that L is BMO resolutive. Then
the ellipic measure ωL belongs to A∞. In particular, for any
ε > 0, assuming η = e−

Cd2C̄
ε , for all surface ball ∆ ⊂ ∂Ω

and for all measurable subset E ⊂ ∆,

σ(E)

σ(∆)
< η =⇒ ωL(E)

ωL(∆)
< ε (8)

Here C = C(n), d = D2(ωL) is the doubling constant of ωL
and C̄ = BMO(L) is the BMO-constant of L.

Proof. The thesis can be obtained by following the proof of
Theorem 2.1 in [5].

proof of Theorem I.3. Using Theorem II.1, the statement of
Theorem I.3 follows by using a well known argument (see for
example [7]). For the convenience of the reader we give here
some details.

Assume that L is BMO resolutive. Then, by Theorem II.1,
for any ε > 0, assuming η = e−

Cd2C̄
ε , for all surface ball

∆ ⊂ ∂Ω and for all measurable subset E ⊂ ∆,

σ(E)

σ(∆)
< η =⇒ ωL(E)

ωL(∆)
< ε (9)

Moreover, since ωL << σ we consider the Radon-Nikodym
derivative w = dωL/dσ. To obtain the thesis of Theorem I.3,
we shall prove that for ε ∈ (0, 1) one can determine h =
h(ε, d, C̄, n,Ω) such that ωL ∈ B1+h(dσ). To this aim we
will use a classical argument due to Coiffman and Feffermann
[2] and Muckenhoupt [10]. Let us fix 0 < ε < 1 and consider
the η ∈ (0, 1) associated to ε according to (11). Let ∆ ⊂ ∂Ω
be a surface ball. We take an increasing sequence λ0 < λ1 <

... < λk < ... with λ0 =

∫
∆

wdσ and, for any k ∈ N, λk =
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λ0

(
S
η

)k
, where S = D2(σ) is the doubling constant of the

surface measure σ on Ω.
Now we make the Calderòn-Zygmund decomposition of ∆

for the function w and the value λ0, that is we consider a
family ∆0,j of disjoint surface ball satisfying

λ0 <

∫
∆0,j

wdσ 6 Sλ0

w(x) 6 λ0 a.e.x /∈ ∪j∈N∆0,j =: D0.

(10)

Then, we make the Calderòn-Zygmund decomposition of
any ∆0,j for the function w and the value λ1. In this way we
obtain a family ∆1,j of disjoint surface ball satisfying

λ1 <

∫
∆1,j

wdσ 6 Sλ1

w(x) 6 λ1 a.e.x /∈ ∪j∈N∆1,j =: D1,

(11)

and so on. In this way we obtain a family ∆k,j of surface
balls such that

∀k, {∆k,j}j∈N is a disjoint family

λk <

∫
∆k,j

wdσ 6 Sλk

w(x) 6 λk a.e.x /∈ ∪j∈N∆k,j =: Dk,

(12)

Moreover, since each ∆k+1,j is contained in ∆k,i for some i,
than Dk+1 ⊂ Dk.

We have

Sλk >
1

σ(∆k,i)

∫
∆k,i∩Dk+1

wdσ

=
1

σ(∆k,i)

∑
∆k+1,j⊂∆k,i

∫
∆k+1,j

wdσ

> λk+1
σ(∆k,i ∩Dk+1)

σ(∆k,i)
.

(13)

Thus,
σ(∆k,i ∩Dk+1)

σ(∆k,i)
<

Sλk
λk+1

= η

and hence
ωL(∆k,i ∩Dk+1)

ωL(∆k,i)
< ε.

Summing over i,

ωL(Dk+1) < εωL(Dk),

which leads to
ωL(Dk) < εkωL(D0).

Of course we also have

σ(Dk+1) 6 ησ(Dk)

and
σ(Dk) 6 ηkσ(D0)

which implies that

σ(∩∞k=0Dk) = lim
k→∞

σ(Dk) = 0.

Then, for any h > 0,∫
∆

w1+hdσ =

∫
∆\D0

w1+hdσ +
∞∑
k=0

∫
Dk\Dk+1

w1+hdσ

6 λh0ωL(∆ \D0) +
∞∑
k=0

λhk+1ωL(Dk \Dk+1)

6 λh0

{
ωL(∆ \D0) +

∞∑
k=0

(Sη−1)(k+1)hεkωL(D0)

}

6 λh0

{
ωL(∆ \D0) + (Sη−1)h

∞∑
k=0

((Sη−1)hε)kωL(D0)

}
.

(14)

Now, if we take h > 0 small enough in order to have
(Sη−1)hε < 1, i.e.

h <
ε log (ε−1)

Cd2C̄ + ε logS
(15)

the series in the right hand side of (16) will have a finite sum
and we shall get∫

∆

w1+hdσ 6 Cλh0 (ωL(∆ \D0) + ωL(D0))

= C

(∫
∆

wdσ

)h
ωL(∆)

that is ωL ∈ B1+h(dσ). At this point, using Theorem I.1 the
thesis easily follows.
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Abstract— The scientists began investigate of the solution of ODE 
from the XVII century. Many famous mathematicians as Newton, 
Leibniz, Bernoulli, D' Alembert, Euler, Cauchy and etc.  have 
considered solving of the ordinary differential equations. For solving 
these equations the scientists from the different country have 
constructed many methods. Here, with the help of the compare 
known results are shown some advantages of the hybrid methods. Are 
constructed the hybrid methods with the order of accuracy kp 8= . 
Here, is suggested concrete hybrid method of the fractional step type 
with the order of accuracy  8=p   for   1=k  for which uses the 
first order derivative of the solution of the initial value problem. 

Keywords—Initial value problem for ODE, hybrid methods, 
degree and stability of the hybrid methods, the relation between of 
the degree and order of the hybrid methods.  

I. INTRODUCTION 

There is a wide arsenal of numerical methods for 
solving ordinary differential equation of the first order.  
Remark, that like Clairaut, many scientists have applied of the 
indirect-numerical method investigates practical problems 
(see, for example [1, p.132-133]). However, Euler found the 
shortcomings of existing methods and has constructed a direct 
method, which now is called the explicit Euler method (see [2, 
p. 289]). Euler has determined also  the shortcomings of his 
method and suggested two ways to correct the indicated 
shortcomings. One of them is the use of Taylor’s formula. The 
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replacing the higher-order derivatives in Taylor’s formula the 
first derivative, Runge-Kutta (in the beginning of XX century) 
and Adams (in the middle of XIX century) have constructed 
numerical methods, that generalizes the one and multistep 
methods accordingly.  However, to solving of the following 
initial-value problem: 

),( yxfy =′ , 00 )( yxy = .              (1)  
Here proposed use of the second derivative of the solution of 
problem (1) for construction of hybrid methods. 

It is known that the Runge-Kutta methods, which 
applied to solving of problem (1), may be written as follows: 

,
1

)(
1 ∑

=
+ +=

s

i

s
iinn Kbhyy                    (2) 
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)),...(,( )(

,
)(

2,2
)(
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s
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=

+++++= βββα
 

Usually this method is called the implicit Runge-Kutta method.  
 Let us consider the generalization of the Adams method, 
which can be written as the following: 

∑ ∑
= =

++ =
k

i

k

i
iniini fhy

0 0

βα .                 (3) 

In references, this method is called the  k -step 
method with constant coefficients. Note that, there are some 
relationships between methods Runge-Kutta and multistep (see 
for example [3], [4]). But the implicit Runge-Kutta methods 
correspond to the forward-jumping methods, which are 
received from the method (3) for the values 

0... 11 ==== +−− mkkk ααα  and 0≠−mkα . As follows 
from this  for the application of forward-jumping methods may 
be replaced by application of implicit Runge-Kutta methods. 
Therefore taking into account of the some advantages of 
forward-jumping methods in the work [5] considered of 
application of these methods to solving Volterra integral 
equations. 

In the middle of the XX century, scientists have 
constructed procedures which are called hybrid methods. One 
of papers devoted to the construction of hybrid methods 

Some advantages of the hybrid methods, which 
used the first derivative of the solution of the 
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belongs to Gear (see [6]-[10]). In general form this method 
may be written as follows: 

).10(
0 0
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= =

++∑ ∑ νββ νkn

k

i

k

i
iniini fhfhya     (4) 

Gear’s method is a hybrid method of type (3). One of the first 
hybrid methods of type (2) was constructed in [11] and has the 
following form: 

2/)( 211 KKhyy nn ++=+ .               (5) 
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Remark that the method (5) constructed on the basis of  
trapezoidal method and belongs to a class of implicit Runge-
Kutta methods . For using the methods (5) here have proposed 
the following scheme, which recalls a predictor-corrector 
methods applying to investigation of the implicit multistep 
methods: 
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Obviously, if  11
ˆ KK =   and  22

ˆ KK =  from this we 

receive the method (5). But if the quantity  1K̂   and  2K̂  is 
defined as:  
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then one can be obtain the explicit method. However, 

for a simpler method the quantity 1K̂  and 2K̂  may be 
determined as follows: 
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Now consider the determination of the quantity 1K  and 

2K in the following form: 
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In this case the method (5) is converted to a symmetric 
hybrid method of the multistep type. 

Note that often the hybrid methods are constructed in 
the symmetric form. Similar methods may be written in the 
following general form (see for example [7]-[10]): 
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It is clear that hybrid method in simple form can be 
written as: 
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Now consider to construction of the methods on 
junction of the methods (6) and the methods of Adams. 

II. ON ONE GENELALIZATION OT THE METHOD (6) 
This method is more precise than corresponding 

classic methods of Runge-Kutta and Adams. If to generalize 
this, then in result we receive the following:  
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Obviously, that the method (7)  - is the hybrid method 
of the multistep type with the constant coefficients. Note that 
the integer-valued quantity p   is called the degree of the 
method (7) if the  following asymptotic equality is holds: 
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  (8) 

Note that usually the definition of the order of accuracy 
of the hybrid methods of multistep type is identical of the 
definition of the degree of ordinary multistep methods. 

The stability of method (7) may be defined according to 
the definition of the stability for multistep methods (see [12]). 
One of the basic issues in the investigation of the this method 
is the relationship between its degree and order. Before 
determining the relationship, let us consider some restrictions 
imposed on the coefficients of method (7). 
A: The coefficients iii γβα ,,  and il , ),...,2,1,0( ki =  are the 

real numbers; moreover, 0≠kα . 
B: The characteristic polynomials 
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have no common multiple different from constant. 
C: 0)1()1( ≠+ γσ  and 1≥p . 
With the help of the methods of undetermined coefficients, we 
can examine the definition of the quantities 

),...,2,1,0(,,, kiliiii =γβα  , so we will consider the 
following expansion: 
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where nhxx += 0  is a fixed point. 
Note that the values of the coefficients of the multistep method 
in some sense are connected with the relationship between the 
order and degree of method (7); therefore, we require the 
following lemma. 
Lemma. Let )(xy  be a sufficiently smooth function, and 
assume that conditions A, B, and C are holds. In order to make 
the method (7) had a degree p , satisfaction of its coefficients 
of the following conditions  are necessary and sufficient: 
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Proof. We first prove that if method (7) has the degree p , 

then the coefficients ),...,2,1,0(,,, kiliiii =γβα  will satisfy 
the system of nonlinear algebraic equations given in (11).  

Taking into account that the method (7) has the degree p , 
then by using Taylor expression (9) and (10) in the left hand-
side of asymptotic equality (8). We have: 
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If take in account that the method (7) has the degree p , then 
we obtain the following: 
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It is known that pxxx ,...,,,1 2  forms a linearly independent 
system; therefore, equality (13) is equivalent to the following: 
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We now will prove that if the coefficients of the 
method (7) are the solution of the nonlinear system (11), then 
its degree is equal to p . Indeed, if we used the system of 
equalities of (14) into equality (12), then we obtain the 
asymptotic equality of (8). From this asymptotic equality it 
follows that method (7) must have the degree p . It is easy to 

determine that for the chosen values ),...,1,0(0 kili ==  , the 
system (11) is linear and coincides with the known systems 
used for defining the coefficients of the multistep method with 
constant coefficients. Subject to the conditions from 

0...10 ≠+++ klll , the system (11) is nonlinear. This 

system contains 1+p   equations in 44 +k   unknowns and is 
homogeneous; it must possess the zero solution, and for 
system (11) have a non-zero solution, suppose that the 
condition 144 +>+ pk  is holds. Hence, we obtain that there 
are methods of type (7) with the order 24 +≤ kp . 

Consider the construction methods of type (6) and 
suppose that 1=k . Then, under the assumption that 

101 =−= αα  and 001 == γγ , from the system of (11) we 
will have the following system for the determined of variables 

010 ,, lββ  and 1l : 

.4/1

,3/1

,2/1
,1

1
3

0
3

1
2

0
2

10

10

=+

=+

=+
=+

βγβ

βγβ

γββ
ββ

l

l

l
                       (15) 

Here, ,0ll =  and 11 l+=γ . Solving this nonlinear system of 

equations for l  and γ  in result receive the following 
quadratic equation: 

06/12 =+− ll . 
The value of γ  is determined from the equation 

1=+ lγ . Note that the method with the degree 4=p  can be 
written as follows: 

.2/)(
10 11 lnlnnn ffhyy ++++ ++=              (16) 

Here ;01 ll −=  ,6/)33(0 −=l  6/)33(1 1 +=+ l  . 
For this aim consider to applying hybrid method (16).  Need to 
know the value of the 

0
,6321 lnn yy +++

 and 6321 −+ny . 

Note, that these variables are independent of 1+ny , because 
that method (16) is explicit. But therefore, there still exist 
implicit hybrid methods. For example, consider the following 
method: 

.4/)3( 13/11 +++ ++= nnnn ffhyy                    (17) 
This method is an implicit hybrid method with degree 3=p  
and is A-stable (see [13]).  

 Consider method (7) for 1=k . In this case, assuming 
that 101 =−= αα , the system (15) takes the following form: 
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The solution of this nonlinear system yields the following: 

.10/52/1,10/52/1

,12/5,12/1

10

1010
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====

ll

γγββ
 

The corresponding method with degree 6=p  takes the 
following form: 

)6(12/)(5
12/)(

10/52/110/52/1

11

=++
+++=

++−+

++

pffh
ffhyy

nn

nnnn
.        (18) 

To apply hybrid methods to solving of some problems, we 
should know the values of 10/52/1 −+ny   and 10/52/1 ++ny , 

and the accuracy of these values should have order at least 
)( 6hO . Note that hybrid method (18) is implicit and that 

when applying it to solving of initial value problem (1), is used 
a predictor-corrector scheme containing only one explicit 
method. Therefore, we consider the construction of an explicit 
method  (in one variant) has the following form:  

.36/))616(

)616((9/

10/)66(

10/)66(1

++

−++

−+

++++=

n

nnnn

f

fhhfyy
       (19) 

This method is explicit and has degree 5=p .  

To use method (19) we must define 10)66( −+ny and   

10)66( ++ny .  The technique used to calculate these quantities 

determines the properties of the block method. 
Suppose that the approximated values of the solution of 

problem (1) the mesh points 2/)5/51( hxn −+  and   

2/)5/51( hxn ++  have been identified by some method. 
Then (18) may be considered as equation in the 
unknowns 1+ny , whose solution is usually obtained via 
iterative processes. In contrast, we suggest a predictor-
corrector method, which recalls block methods. It is easy to 
show that first one can calculate the values of   according to 
method (19) and then correct these values by the method (18). 
We therefore  constructed an algorithm for applying method 
(19) to solving of problem (1). 

Note that can be acquainted with application of hybrid 
methods to numerical solution of Volterra integral and integro-
differential equations in [14]-[16]. And in [17] for solving 
problem (1) is constructed hybrid method with degree   

7=p for 3=k   by using collocation approach. 

It follows that the investigation of hybrid methods is 
more difficult than the known. Consider the following hybrid 
method: 

).1421(

,360)649818(

360)189864(

22121221

2111

=

′+′+′+

+′+′+′+=

−++++

+++

β

ββ nnn

nnnnn

yyyh

yyyhyy
    (20) 

This stable method is one step and have the degree  8=p . In 
the next we show that this method is not received from the 
method (7) as the special case. 
Remark that, the method (20) is available for solving problem 

(1), which is not contained in the method (7) as the special 
case. But if we change  h  by h2   and use it in the formula 
(20), then we receive the method, which is including in class 
methods of type (7). Note that this method can be written as 
the following: 

  
.180)649818(
180)189864(

111

122

ββ −++++

+++

′+′+′+
+′+′+′+=

nnn

nnnnn

yyyh
yyyhyy

      (21) 

Now consider the construction of some procedure for 
solving problem (1) by using hybrid methods with the degree   

5,4 == pp  and 6=p . Note that these methods are 
constructed for 1=k  (the characteristic polynomial has one 
root which is define as the 1=λ ), and all of them are stable. 
Methods (16) and (19) are explicit, whereas method (18) is 
implicit. However, the application of explicit hybrid methods 
requires some additional auxiliary formulas. To this end, we 
construct an algorithm for method (16). 

Algorithm 1. Applies method (16) to the solution of 
problem (1).  
Step 1. Calculate lny +  and lny −+1  by with the following block 
method: 

,nnln lhfyy +=+  

,...),2,1,0),,((,2/)(ˆ ==++= ++ myxfffflhyy mmmlnnnln

,...).2,1,0),ˆ,(ˆ(

,12/)ˆ2,2(

12/)ˆ85(

==

++−

−++=

+

++

myxff

flhylhxlhf

fflhyy

mmm

lnnn

lnnnln

 

Repeat this scheme for 6/)33(: −=l  and 

6/)33(1 +=+ l  

Step 2. Calculate 1+ny  according to method (16). Here, we 

compute the values of the quantities lny +  and lny ++1  to 

within )( 4hO , which suffices for this algorithm. 
Now, we construct an algorithm for applying method (19). 
Algorithm 2. Applies method (19) to the numerical solution of 
problem (1), assuming that the values 0y and 2/1y  have been 
determined with the required accuracy. 
Step I. Set ,ˆ 2/11 ++ ′+= nnn yhyy  

Step II. Set ,6/)4ˆ( 2/111 nnnnn yyyhyy ′+′+′+= +++  
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Step III. Set ,6/)27( 2/112/12/3 nnnnn yyyhyy ′+′−′+= ++++  
Step IV. Compute 
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for 
10

66 −
=α  and 

10
66 +

=α . 

Step V. Conclude that  

.36/))616(

)616((9/

10/)66(

10/)66(1

++

−++

−+

++++=

n

nnnn

f

fhhfyy
 

For demonstrate algorithm 1 consider to application of its 
to the solving of the next problem: 

0)0(,cos ==′ yxy   (Exact solution as xxy sin)( = ). 
Results tabulated in table 1. 

Step size Variable x  Error of the 

algorithm 1 

05.0=h  0.10 

0.40 

0.70 

1.00 

0914.0 −E  

0956.0 −E  

0993.0 −E  

0812.0 −E  

Conclusion. We have constructed a multistep hybrid 
method with the degree  64 ≤≤ p  for  1=k , and with the 

degree  8=p  for  2=k . It is known that for 1=k , the 

ordinary k-step method has maximal degree 2max =p , which 
yields a trapezoidal method. However, the hybrid approach, 
which constructed here has maximal degree 6max =p , 
although the application of the trapezoid method is simpler 
than applying  hybrid procedure. Using the Euler explicit 
method in place of the predictor method, one can construct a 
predictor-corrector scheme for the practical application of the 
trapezoidal method. Remark that for the construction of the 
stable methods with the degree 22 += kp   can be used 
multistep methods with second derivatives (see, for example 
[15]-[25]). In this paper, we have used the block method to 
construction of algorithms for using hybrid methods. The 
method, having the degree 4=p , was described in algorithm 
1, and algorithm 2 formulated to using of the method (19). 
Note that after some modifications, algorithm 2 may be 
realized for using method (18). In the end, let us remark that 
for  2=k , we have constructed stable methods of type (7) 
with degree   8=p and by using that shown how can be 
receive the one step method (20) from the two step method 
(21). Method (20) is one step hybrid method and different 
from method (7). Consequently the methods of type (20) are 
more accurate, than the methods of type (7). Thus we receive 

that the hybrid methods have some unknown properties and 
therefore investigation of those methods are interesting. 
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Abstract— In this paper, we prove the demiclosedness principle 

for k -strictly pseudo-contractive mappings and establish the ∆ -
convergence theorem of the cyclic algorithm for such mappings in 
CAT(0) spaces. Also, we give the strong convergence theorem of the 
modified Halpern iteration for k -strictly pseudo-contractive 
mappings in CAT(0) spaces. Our results extend and improve the 
corresponding recent results announced by many authors in the 
literature. 
 

Keywords— CAT(0) space, fixed point, k -strictly pseudo-
contractive mapping, iterative method.  

I. INTRODUCTION 
ET C  be a nonempty subset of a Hilbert space X . Recall 
that a mapping CCT →:  is said to be k -strictly pseudo-

contractive if there exists a constant 0,1)[∈k  such that 
 

.,,)()( 222 CyxyTIxTIkyxTyTx ∈∀−−−+−≤−
 

    A point Cx ∈  is called a fixed point of T  if Txx = . We 
will denote the set of fixed points of T  by )(TF . Note that 
the class of k -strictly pseudo-contractions includes the class 
of nonexpansive mappings T  on C  as a subclass. That is, T  
is nonexpansive if and only if T  is 0 -strictly pseudo-
contractive. The mapping T  is also said to be pseudo-
contractive if 1=k  and T  is said to be strongly pseudo-
contractive if there exists a constant (0,1)∈λ  such that 

IT λ−  is pseudo-contractive. Clearly, the class of k -strictly 
pseudo-contractive mappings is the one between classes of 
nonexpansive mappings and pseudo-contractive mappings. 
Also we remark that the class of strongly pseudo-contractive 
mappings is independent from the class of k -strictly pseudo-
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contractive mappings. Recently, many authors have been 
devoting the studies on the problems of finding fixed points 
for k -strictly pseudo-contractive mappings (see, e.g., [1]- [3]). 
    
   We define the concept of k -strictly pseudo-contractive 
mapping in a CAT(0) space as follows. 
    
   Let C  be a nonempty subset of a CAT(0) space X . A 
mapping CCT →:  is said to be k -strictly pseudo-
contractive if there exists a constant 0,1)[∈k  such that 
 

( )( ) .,,,(),),(),( 222 CyxTyydTxxdkyxdTyTxd ∈∀++≤  (1) 
    
   Acedo and Xu [4] introduced a cyclic algorithm in a Hilbert 
space. We modify this algorithm in a CAT(0) space. 
    
   Let Cx ∈0  and { }nα  be a sequence in ],[ ba  for some 

(0,1), ∈ba . The cyclic algorithm generates a sequence { }nx  
in the following way: 
 
















−⊕
−⊕

−⊕
−⊕

+

−−−−−





,)(1=
,)(1=

,)(1=
,)(1=

01

11111

111112

000001

NNNNN

NNNNNN

xTxx
xTxx

xTxx
xTxx

αα
αα

αα
αα

 

 
or, shortly, 
 

      
0,,)(1= ][1 ≥∀−⊕+ nxTxx nnnnnn αα            (2) 

 
where in TT =][ , with ni = ),(modN 10 −≤≤ Ni . By taking 

TT n =][  for all n  in (2), we obtain the Mann iteration in [5]. 
    
   In this paper, motivated by the above results, we prove the 
demiclosedness principle for k -strictly pseudo-contractive 
mappings in a CAT(0) space. Also we present the strong and ∆ -
convergence theorems of the cyclic algorithm and the modified 

On the convergence of two iterative 
methods for k -strictly pseudo-contractive 

mappings in CAT(0) spaces 
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Halpern iteration which is introduced for Hilbert space by Hu 
[6] for such mappings in a CAT(0) space. 

II. PRELIMINARIES ON CAT(0) SPACE 
   A metric space X  is a CAT(0) space if it is geodesically 
connected and if every geodesic triangle in X  is at least as 
‘thin’ as its comparison triangle in the Euclidean plane. It is 
well known that any complete, simply connected Riemannian 
manifold having non-positive sectional curvature is a CAT(0) 
space. Other examples include Pre-Hilbert spaces (see [7]), 
Euclidean buildings (see [8]), R -trees (see [9]), the complex 
Hilbert ball with a hyperbolic metric (see [10]) and many 
others. For a throughout discussion of these spaces and of the 
fundamental role they play in geometry, we refer the reader to 
Bridson and Haefliger [7]. 
   Fixed point theory in a CAT(0) space has been first studied by 
Kirk (see [11], [12]). He showed that every nonexpansive 
mapping defined on a bounded closed convex subset of a 
complete CAT(0) space always has a fixed point. Since then the 
fixed point theory in a CAT(0) space has been rapidly 
developed and many papers have appeared (see e.g., [13]-
[16]). It is worth mentioning that fixed point theorems in a 
CAT(0) space (specially in R -trees) can be applied to graph 
theory, biology and computer science (see, e.g., [9], [17]- 
[20]). 
   Let ),( dX  be a metric space. A geodesic path joining 

Xx ∈  to Xy ∈  (or more briefly, a geodesic from x  to y ) is 
a map c  from a closed interval R⊂][0, l  to X  such that 

,=(0) xc  ylc =)(  and ( ( ), ( )) =' 'd c t c t t t−  for all 

]0,[, ltt ' ∈ . In particular, c  is an isometry and lyxd =),( . 
The image of c  is called a geodesic (or metric) segment 
joining x  and y . When it is unique, this geodesic is denoted 
by ],[ yx . The space ),( dX  is said to be a geodesic space if 
every two points of X  are joined by a geodesic and X  is said 
to be a uniquely geodesic if there is exactly one geodesic 
joining x  to y  for each Xyx ∈, . 
   A geodesic triangle ),,( 321 xxx∆  in a geodesic metric space 

),( dX  consist of three points in X  (the vertices of ∆ ) and a 
geodesic segment between each pair of vertices (the edges of 
∆ ). A comparison triangle for geodesic triangle ),,( 321 xxx∆  

in ),( dX  is a triangle ),,(=),,( 321321 xxxxxx ∆∆  in the 

Euclidean plane 2R  such that ),(=),(2 jiji xxdxxd
R

 for 

{1,2,3}, ∈ji . Such a triangle always exists (see [7]). 
   A geodesic metric space is said to be a CAT(0) space [7] if all 
geodesic triangles of appropriate size satisfy the following 
comparison axiom: 
    
   Let ∆  be a geodesic triangle in X  and ∆  be a comparison 
triangle for ∆ . Then, ∆  is said to satisfy the CAT(0) 
inequality  if for all ∆∈yx,  and all comparison points 

∆∈yx, , 

).,(),( 2 yxdyxd
R

≤
 

 
   If 21,, yyx  are points in a CAT(0) space and if 0y  is the 
midpoint of the segment ],[ 21 yy , then the CAT(0) inequality 
implies that 
 

      
( ) .),(

4
1),(

2
1),(

2
1, 2

21
2

2
2

1
2

0 yydyxdyxdyxd −+≤
  

 
This is the (CN) inequality of Bruhat and Tits [21]. In fact (see 
[7], p.163), a geodesic metric space is a CAT(0) space if and 
only if it satisfies the (CN) inequality. It is worth mentioning 
that the results in a CAT(0) space can be applied to any 

)(kCAT  space with 0≤k  since any )(kCAT  space is a 

)(
'

kCAT  space for every kk
'

≥  (see [7], p.165). 
   Let Xyx ∈,  and by Lemma 2.1 (iv) of [13] for each 

0,1][∈t , there exists a unique point [ ]yxz ,∈  such that 
 

).,()(1=),(),,(=),( yxdtzydyxtdzxd −             (3) 
 
   From now on, we will use the notation ( ) tyxt ⊕−1  for the 
unique point z  satisfying (3). We now collect some 
elementary facts about CAT(0) spaces which will be used in 
sequel the proofs of our main results. 
 
   Lemma 1  Let X  be a CAT(0) space. Then 
(i) (see [13], Lemma 2.4) for each Xzyx ∈,,  and 0,1][∈t , 
one has 
 

( ) ),,(),()(1,)(1 zytdzxdtztyxtd +−≤⊕−  
 

 (ii) (see [13], Lemma 2.5) for each Xzyx ∈,,  and 0,1][∈t , 
one has 
 

( ) .),()(1),(),()(1,)(1 2222 yxdttzytdzxdtztyxtd −−+−≤⊕−
 

III.  DEMICLOSEDNESS PRINCIPLE FOR k -STRICTLY PSEUDO-
CONTRACTIVE MAPPINGS 

   In 1976 Lim [22] introduced a concept of convergence in a 
general metric space setting which is called ∆ -convergence. 
Later, Kirk and Panyanak [23] used the concept of ∆ -
convergence introduced by Lim [22] to prove on the CAT(0) 
space analogs of some Banach space results which involve 
weak convergence. Also, Dhompongsa and Panyanak [13] 
obtained the ∆ -convergence theorems for the Picard, Mann 
and Ishikawa iterations in a CAT(0) space for nonexpansive 
mappings under some appropriate conditions. 
   We now give the definition and collect some basic properties 
of the ∆ -convergence. 
   Let X  be a complete CAT(0) space and { }nx  be a bounded 
sequence in X . For Xx ∈ , we set 
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{ } suplim=),( ∞→nnxxr  ).,( nxxd  
 

The asymptotic radius { })( nxr  of { }nx  is given by 
 

{ } { } }.:),({inf=)( Xxxxrxr nn ∈  
 

The asymptotic center { })( nxA  of { }nx  is the set 
 

{ } { } { })}.(=),(:{=)( nnn xrxxrXxxA ∈  
 
It is known that in a complete CAT(0) space, { })( nxA  consists 
of exactly one point (see [24], Proposition 7). 
 
   Definition 1 ([22], [23]) A sequence { }nx  in a CAT(0) space 
X  is said to be ∆ -convergent to Xx ∈  if x  is the unique 

asymptotic center of { }nu  for every subsequence { }nu  of 
{ }nx . In this case, we write ∆ - xxnn =lim ∞→  and x  is called 
the ∆ -limit of { }.nx   
    
   Lemma 2  
 
i) Every bounded sequence in a complete CAT(0) space always 
has a ∆ -convergent subsequence. (see [23], p.3690) 
 
ii) Let C  be a nonempty closed convex subset of a complete 
CAT(0) space and let }{ nx  be a bounded sequence in C . Then 
the asymptotic center of }{ nx  is in C . (see [25], Proposition 
2.1)  
    
   Lemma 3 ([13], Lemma 2.8) If }{ nx  is a bounded sequence 
in a complete CAT(0)  space with { }xxA n =})({ , }{ nu  is a 

subsequence of }{ nx  with { }uuA n =})({  and the sequence 
{ }),( uxd n  is convergent then .= ux   
    
   Let C  be a closed convex subset of a CAT(0) space X  and 

}{ nx  be a bounded sequence in .C  We denote the notation 

       
{ } )(inf=)(� xwwx

Cx
n ΦΦ⇔

∈
                         (4) 

where ).,(suplim=)( xxdx nn ∞→Φ  
   Nanjaras and Panyanak [26] gave a connection between the 
" " convergence and ∆ -convergence. 
    
   Proposition 1 ([26], Proposition 3.12) Let C  be a closed 
convex subset of a CAT(0) space X  and }{ nx  be a bounded 
sequence in C . Then ∆ - pxnn =lim ∞→  implies that 
{ } .� pxn   
   The purpose of this section is to prove demiclosedness 
principle for k -strictly pseudo-contractive mappings in a 
CAT(0)  space by using the convergence defined in (4). 
 

   Theorem 1 Let C  be a nonempty closed convex subset of a 
complete CAT(0) space X  and CCT →:  be a k -strictly 

pseudo-contractive mapping such that 




∈

2
10,k  and 

∅≠)(TF . Let { }nx  be a bounded sequence in C  such that 
∆ - wxnn =lim ∞→  and 0=),(lim nnn Txxd∞→ . Then wTw = .  
    
   Proof By the hypothesis, ∆ - wxnn =lim ∞→ . From 
Proposition 1, we get { } wxn  . Then we obtain 

{ } }{=)( wxA n  by Lemma 2 (ii) (see [26]). Since 
0,=),(lim nnn Txxd∞→  then we get 

 
),(limsup=),(limsup=)( xTxdxxdx n

n
n

n ∞→∞→
Φ       (5) 

 
for all Cx ∈ . In (5) by taking Twx = , we have 
 

22 ),(limsup=)( TwTxdTw n
n ∞→

Φ  

{ }22 )),(),((),(limsup TwwdTxxdkwxd nnn
n

++≤
∞→

 

( )22 ),(),(limsup),(limsup TwwdTxxdkwxd nn
n

n
n

++≤
∞→∞→

 
22 ),()(= Twwkdw +Φ                                             (6)  

 
The (CN) inequality implies that 

 

.),(
4
1),(

2
1),(

2
1

2
, 222

2

TwwdTwxdwxdTwwxd nnn −+≤





 ⊕  

 
Letting ∞→n  and taking superior limit on the both sides of 
the above inequality, we get 
 

       .),(
4
1)(

2
1)(

2
1

2
222

2

TwwdTwwTww
−Φ+Φ≤






 ⊕

Φ  

 
Since { } }{=)( wxA n , we have
 

.),(
4
1)(

2
1)(

2
1

2
)( 222

2
2 TwwdTwwTwww −Φ+Φ≤






 ⊕

Φ≤Φ

 
which implies that 
 

            .)(2)(2),( 222 wTwTwwd Φ−Φ≤                (7) 
 
By (6) and (7), we get 0.),()2(1 2 ≤− Twwdk  Since 






∈

2
10,k , then we have wTw =  as desired.  

 
   Now, we prove the ∆ -convergence of the cyclic algorithm 
for k -strictly pseudo-contractive mappings in a CAT(0) space. 
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   Theorem 2 Let C  be a nonempty closed convex subset of a 
complete CAT(0) space X  and 1≥N  be an integer. Let, for 
each 1,0 −≤≤ Ni  CCTi →:  be ik -strictly pseudo-

contractive mappings for some .
2
1<0 ik≤  Let 

{ }1;0max= −≤≤ Nikk i , { }nα  be a sequence in ],[ ba  for 

some (0,1), ∈ba  and ak < . Let ∅≠∩ − )(= 1
0= i

N
i TFF . For 

Cx ∈0 , let { }nx  be a sequence defined by (2). Then the 
sequence { }nx  is ∆ -convergent to a common fixed point of 

the family { } 1
0=
−N

iiT .  
 
   Proof  Let .Fp ∈  Using (1), (2) and Lemma 1, we have 
 

2
][

2
1 ),)(1(=),( pxTxdpxd nnnnnn αα −⊕+  

2
][

2 ),()(1),( pxTdpxd nnnnn αα −+≤
          

 

   2
][ ),()(1 nnnnn xTxdαα −−  

{ }2
][

22 ),(),()(1),( nnnnnnn xTxkdpxdpxd +−+≤ αα  

    2
][ ),()(1 nnnnn xTxdαα −−  

2
][

2 ),())((1),(= nnnnnn xTxdkpxd −−− αα
                      

(8) 

.),( 2pxd n≤  

 This inequality guarentees that the sequence { }nx  is bounded 
and ),(lim pxd nn ∞→  exists for all .Fp ∈  By (8), we also 
have 
 

 [ ]2
1

22
][ ),(),(

))((1
1),( pxdpxd

k
xTxd nn

nn
nnn +−

−−
≤

αα
 

 [ ].),(),(
))((1

1 2
1

2 pxdpxd
kab nn +−

−−
≤  

 
Since ),(lim pxd nn ∞→  exists, we obtain 

0=),(lim ][ nnnn xTxd∞→ . To show that the sequence { }nx  is 

∆ -convergent to a common fixed point of the family { } ,1
0=
−N

iiT  
we prove that 
 

{ } { }
{ } FuAx n

nxnu
nw ⊆∪

⊆
)(=)(ω  

 
and )( nw xω  consists of exactly one point. Let ).( nw xu ω∈  
Then, there exists a subsequence { }nu  of { }nx  such that 

{ } { }uuA n =)( . By Lemma 2, there exists a subsequence { }nv  
of { }nu  such that ∆ - Cvvnn ∈∞→ =lim . By Theorem 1, we 
have Fv ∈  and by Lemma 3, we have Fvu ∈= . This shows 
that Fxnw ⊆)(ω . Now we prove that )( nw xω  consists of 
exactly one point. Let { }nu  be a subsequence of { }nx  with 

{ } { }uuA n =)(  and let { } { }xxA n =)( . We have already seen 

that vu =  and Fv ∈ . Finally, since ( ){ }vxd n ,  is convergent, 
we have Fvx ∈=  by Lemma 3. This completes the proof. 

IV.  THE STRONG CONVERGENCE THEOREM FOR THE MODIFIED 
HALPERN ITERATION 

   In [6], Hu introduced a modified Halpern iteration. We 
modify this iteration in CAT(0) spaces as follows. 
   For an arbitary initial value Cx ∈0  and a fixed anchor 

Cu ∈ , the sequence { }nx  is defined by 
 







≥∀
−

⊕
−

−⊕+

0,,
11

=

,)(1=1

nTxxy

yux

n
n

n
n

n

n
n

nnnn

α
γ

α
β

αα
 (9) 

 
where { } { } { }nnn γβα ,,  are three real sequences in (0,1)  
satisfying 1=nnn γβα ++ . Clearly, the iterative sequence 
(9) is a natural generalization of the well known iterations. 
 
(i) If we take 0=nβ  for all n  in (9), then the sequence (9) 
reduces to the Halpern’s iteration in [27]. 
 
(ii) If we take 0=nα  for all n  in (9), then the sequence (9) 
reduces to the Mann iteration in [5]. 
 
   In this section, we prove the strong convergence of the 
modified Halpern’s iteration in a CAT(0) space. 
   Recall that a continous linear functional µ  on ∞ , the 
Banach space of bounded real sequences, is called a Banach 
limit if 1=(1,1,...)= µµ  and )(=)( 1+nn aa µµ  for all 

{ } ∞
∞

= ⊂ 1nna . 
 
   Lemma 4  (see [28], Proposition 2) Let { } ∞∈,..., 21 aa  be 
such that 0)( ≤naµ  for all Banach limits µ  and 

0.)(suplim 1 ≤−+∞→ nnn aa  Then, 0.suplim ≤∞→ nn a   
    
   Lemma 5  Let C  be a nonempty closed convex subset of a 
complete CAT(0) space X , CCT →:  be a k-strictly pseudo-
contractive mapping with 0,1)[∈k  and CCS →:  be a 
mapping defined by ( ) ,1= TzkkzSz −⊕  for Cz ∈ . Let Cu ∈  
be fixed. For each [ ]0,1∈t , the mapping CCSt →:  defined 
by 
 

( ) ( ) ( ) ,for ),1(1=1= CzTzkkzttuSzttuzSt ∈−⊕−⊕−⊕  
 
has a unique fixed point Czt ∈ , that is, 
 

( ) ).(1=)(= tttt zSttuzSz −⊕  (10) 
     
   Proof As it has been proven in [29], if T  is a k-strictly 
pseudo-contractive mapping with 0,1),[∈k  S  is a 
nonexpansive mapping such that )(=)( TFSF . Then, from 
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Lemma 2.1 in [14], the mapping tS  has a unique fixed point 
.Czt ∈   

    
   Lemma 6  Let TCX ,,  and S  be as in Lemma 5. Then, 

∅≠)(TF  if and only if }{ tz  given by (10) remains bounded 
as 0→t . In this case, the following statements hold: 
1) }{ tz  converges to the unique fixed point z  of T  which is 
nearest to u , 
2) 2 2 ( , )( , ) nu xd u z dµ≤  for all Banach limits µ  and all 
bounded sequences }{ nx  with 0.=),(lim nnn Txxd∞→   

 
   Proof  If ,)( ∅≠TF  then we have .)(=)( ∅≠TFSF  Also, 
if 0=),(lim nnn Txxd∞→ , we obtain that 
 

( ) )1,(=),( nnnnn TxkkxxdSxxd −⊕  
    .  as0),()(1 ∞→→−≤ nTxxdk nn  

 
Thus, from Lemma 2.2 in [14], the rest of the proof of this 
lemma can be seen.  

 
   The following lemma can be found in [30]. 

 
   Lemma 7  (see [30], Lemma 2.1) Let }{ na  be a sequence of 
non-negative real numbers satisfying the condition 
 

0,,)(11 ≥∀+−≤+ naa nnnnn σγγ  
 
where }{ nγ  and }{ nσ  are sequences of real numbers such 
that 

(1) [ ]0,1}{ ⊂nγ  and ,=
1=

∞∑∞
nn

γ  

(2) either 0suplim ≤∞→ nn σ  or .<
1=

∞∑∞
nnn

σγ  

Then, 0.=lim nn a∞→   
 

   We are now ready to prove our main result. 
 

   Theorem 3 Let C  be a nonempty closed convex subset of a 
complete CAT(0) space X  and CCT →:  be a k -strictly 

pseudo-contractive mapping such that 1
1

<0 <
−

≤
n

nk
α

β
 and 

∅≠)(TF . Let { }nx  be a sequence defined by (9). Suppose 
that { },nα  { }nβ  and { }nγ  satisfy the following conditions: 
 
C1) lim 0=nn α∞→ ,  

C2) ,=
1=

∞∑∞
nn

α  

C3)  lim knn ≠∞→ β  and lim 0≠∞→ nn γ .. 
 
Then the sequence { }nx  converges strongly to a fixed point of 
T .  

 

   Proof  We divide the proof into three steps. In the first step 
we show that { } { }nn yx ,  and { }nTx  are bounded sequences. In 
the second step we show that 0.=),(lim nnn Txxd∞→  Finally, 
we show that { }nx  converges to a fixed point )(TFz ∈  which 
is nearest to u . 
First step: Take any )(TFp ∈ , then, from Lemma 1 and (9), 
we have 

 

( )
2

2
22

2

),(
1

),(
1

),(
1

),(

nn
n

nn
n

n

n
n

n

n

n

TxxdpTxdpxd

pyd
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γβ
α

γ
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β

−
−

−
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−
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( )222 ),(),(
1

),(
1 nnn

n

n
n

n

n Txxkdpxdpxd +
−

+
−

≤
α

γ
α

β  

   
( )

2
2 ),(

1
nn

n

nn Txxd
α

γβ

−
−  

.),(

),(
11

),(=

2

22

pxd

Txxdkpxd

n

nn
n

n

n

n
n

≤









−

−−
−

α
β

α
γ

 

 
Also, we obtain 

 

( ) ( ) 222

2
1

),(1),(1),(

),(

nnnnnn

n

yudpydpud

pxd

αααα −−−+≤
+

2),( pudnα≤  

    

( )




















−

−−
−−+ 22 ),(

11
),(1 nn

n

n

n

n
nn Txxdkpxd

α
β

α
γ

α  

    ( ) 2),(1 nnn yudαα −−  
 

( ) 222 ),(
1

),(1),(= nn
n

n
nnnn Txxdkpxdpud 








−

−
−−+

α
β

γαα

   
( ) 2),(1 nnn yudαα −−                                                      (11) 

( )
{ }.),(,),(max

),(1),(
22

22

pxdpud

pxdpud

n

nnn

≤

−+≤ αα
 

 
By induction, 
 

{ }.),(,),(max),( 2
0

22
1 pxdpudpxd n ≤+  

 
This proves the boundedness of the sequence { }nx , which 
leads to the boundedness of { }nTx  and { }.ny  
Second step: In fact, we have from (11) (for some appropriate 
constant 0>M ) that 
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Txxdkpxdpud

pxd
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


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
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−

−
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+
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222 ),()),(),((= pxdpxdpud nnn +−α

 
    2),(

1 nn
n

n
n Txxdk 








−

−
−
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,),(
1

),( 22
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n
nnn TxxdkpxdM 






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which implies that 

 

.),(),(),(
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1

22 pxdpxdMTxxdk nnnnn
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n
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


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 (12) 

If 0),(
1

2 ≤−




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−
MTxxdk nnn
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n
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and hence the desired result is obtained by the conditions (C1) 
and (C3) .  

If 0>),(
1

2 MTxxdk nnn
n

n
n α

α
β

γ −




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−

−
, then following 

(12), we have 
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That is 
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Thus 
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Then we get 

                      
0.=),(lim nn

n
Txxd

∞→                         
(13) 

 
Third step: Using the condition (C1) and (13), we obtain 
 

),(),(),( 11 nnnnnn xTxdTxxdxxd +≤ ++  
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Also, from (13), we have 
 

. as0,),(
1

),( ∞→→
−

≤ nTxxdyxd nn
n

n
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γ
 (14) 

 
Let ,lim= 0 tt zz →  where tz  is given by (10) in Lemma 5. 
Then, z  is the point of )(TF  which is nearest to u . By 

Lemma 6 (2), we have 0))),(),(( 22 ≤− nxudzudµ  for all 
Banach limits µ . Moreover, since 0,=),(lim 1 nnn xxd +∞→  

 
( ) ( )[ ] 0.=),(),(),(),(limsup 222
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xudzudxudzud −−− +
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If we take 22 ),(),(= nn xudzuda −  in Lemma 4, then we 
obtain 
 

( ) 0.),(),(limsup 22 ≤−
∞→

n
n

xudzud  (15) 

 
It follows from the condition (C1) and (14) that 
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By (15) and (16), we have 
 

( )( ) 0.),(1),(limsup 22 ≤−−
∞→

nn
n

yudzud α  (17) 

 
We observe that 

 

( ) ( ) 222
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),(1),(1),(

),(

nnnnnn

n

yudzydzud

zxd

αααα −−−+≤
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( ) ( ) 222 ),(1),(1),( nnnnnn yudzxdzud αααα −−−+≤  

 
( ) ( ) ].),(1),([),(1= 222

nnnnn yudzudzxd ααα −−+−  
 

It follows from the condition (C2) and (17), using Lemma 7, 
that 0=),(lim zxd nn ∞→ . This completes the proof of 
Theorem 3.  
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   We obtain the following corollary as a direct consequence of 
Theorem 3. 

 
   Corollary 1 Let CX ,  and T  be as Theorem 3. Let { }nα  be 
a real sequence in ( )0,1  satisfying the conditions (C1) and 
(C2). For a constant ,1)(k∈δ , an arbitary initial value 

Cx ∈0  and a fixed anchor ,Cu ∈  let the sequence { }nx  be 
defined by 
      ( ) 0.,)(1)(1=1 ≥∀−⊕−⊕+ nTxxux nnnnn δδαα    (18) 
Then the sequence { }nx  is strongly convergent to a fixed point 
of T .  

 
   Proof If, in proof of Theorem 3, we take δαβ )(1= nn −  
and ))(1(1= δαγ −− nn , then we get the desired conclusion. 
 
   Remark 1 The results in this section contain the strong 
convergence theorems of the iterative sequences (9) and (18) 
for nonexpansive mappings in a CAT(0) space. Also, these 
results contain the corresponding theorems proved for these 
iterative sequences in a Hilbert space.  
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Abstract — The paper deals with optimal control problems whose 
behavior is described by an elliptic equations with Bitsadze–
Samarski nonlocal boundary conditions. The theorem about a 
necessary and sufficient optimality condition is given. The existence 
and uniqueness of a solution of the conjugate problem are proved. A 
numerical method of the solution of an optimal problem by means of 
the Mathcad package is presented. 
 

Keywords — Elliptic equation, nonlocal boundary value problem, 
Bitsadze–Samarski problem, optimal control. 

INTRODUCTION  
Nonlocal boundary value problems are a very interesting 

generalization of classical problems and at the same time they 
are obtained in a natural manner when constructing 
mathematical models of real processes and phenomena in 
physics, engineering, sociology, ecology and so on [1]–[3]. 
The Bitsadze–Samarski nonlocal boundary value problem [4] 
arose in connection with mathematical modeling of processes 
occurring in plasma physics. Intensive studies of Bitsadze–
Samarski nonlocal problems [5] and its various generalizations 
began in the 80s of the last century [4]–[6]. 

The present paper deals with optimal control problems 
whose behavior is described by Helmholtz equation with 
Bitsadze–Samarski nonlocal boundary conditions [7]. 
Necessary optimality conditions are established by using the 
approach worked out in [8]-[10] for controlled systems of 
general type. To investigate the conjugate problem we use the 
algorithm reducing nonlocal boundary value problems to a 
sequence of Dirichlet problems. Such a method makes it 
possible not only to solve the problem numerically, but also to 
prove the existence of its solution [5]. 

In the paper: the Bitsadze–Samarski boundary value 
problem for Helmholtz equations is considered. An optimal 
control problem is stated for a nonlocal boundary value 
problem with an integral quality test. A theorem about a 
necessary and sufficient optimality condition is formulated. 
The existence and uniqueness of a solution of the conjugate 
problem are proved. A numerical method is presented for 
solving an optimal problem by means of the Mathcad package. 

 
 

I. STATEMENT OF THE OPTIMAL CONTROL PROBLEM 

Let G  be the rectangle, = [0,1] [0,1]×G , Γ  be the 
boundary of the domain G , 00 < < 1x , 

0 0= {(x , y) : 0 y 1}γ ≤ ≤ , = {(1, y) : 0 y 1}γ ≤ ≤ , 

( , ), ( , ), ( , ), ( , ) ( )∈ pa x y b x y c x y d x y L G , 2>p , 

0 q(x, y) L (G)∞≤ ∈ . 
Let U  be an arbitrary bounded set from R . Every function 
( , ) : →x y G Uω  will be called a control. The set U  is called 

the control domain. A function ( , )x yω  is called an admissible 

control if ( , ) ( )∈ px y L Gω , 2>p . The set of all admissible 
controls is denoted by Ω . 

For each fixed ( , ) ∈ Ωx yω  in the domain G  let us consider 
the following Bitsadze–Samarski boundary value problem for 
Helmholtz equations:  

2 2

2 2

0

( , )

( , ) ( , ) ( , ), ( , ) ,
( , ) = 0, ( , ) \ ,

(1, ) = ( , ), 0 1, 0 < < 1.

∂ ∂
+ − =

∂ ∂
= + ∈

∈ Γ
≤ ≤

u u q x y u
x y

a x y x y b x y x y G
u x y x y

u y u x y y

ω
γ

σ σ

 (1.1) 

The solution of the problem (1.1) exists, is unique and 

belongs to the space 2 1
2 2( ) ( )∩



W G W G  [10]. 
We consider the functional  

( ) = [ ( , ) ( , ) ( , ) ( , )]+∫∫
G

I c x y u x y d x y x y dxdyω ω  (1.2) 

and state the following optimal control problem: Find a 
function Ω∈),(0 yxω , for which the solution of problem 
(1.2) gives functional (1.2) a minimal value. A function 

0 ( , ) ∈ Ωx yω  will be called an optimal control, and the 
corresponding solution 0 ( , )u x y  an optimal solution. 

Theorem. Let 0ψ  be the solution of the adjoint problem  
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2 2

02 2

0 0

( , ) = ( , ), ( , ) \ ,

( , ) = 0, ( , ) ,
( , ) ( , ) (1, )= , 0 1.

+ −

∂ ∂
+ − − ∈

∂ ∂
∈ Γ

∂ ∂ ∂
− ≤ ≤

∂ ∂ ∂

q x y c x y x y G
x y

x y x y
x y x y y y
x x x

ψ ψ ψ γ

ψ

ψ ψ ψσ

 (1.3) 

Then for ),( 00 ωu  to be optimal it is necessary and 
sufficient that the principle of minimum  

0

0 0

[ ( , ) ( , ) ( , )] =inf

[ ( , ) ( , ) ( , )]
∈

+

= +
U

d x y a x y x y

d x y a x y x y
ω

ψ ω

ψ ω
 (1.4) 

be fulfilled almost everywhere on G  [11]. 

II. EXISTENCE AND UNIQUENESS OF A SOLUTION OF THE 
CONJUGATE PROBLEM 

We write a solution of the conjugate problem (1.3) in the 
form *= +w wψ , where *w  is the solution of the Dirichlet 
problem  

2 * 2 *
*

2 2

*

( , ) = ( , ), ( , ) ,

( , ) = 0, ( , ) ,

∂ ∂
+ − − ∈

∂ ∂

∈ Γ

w w q x y w c x y x y G
x y

w x y x y
 (2.1) 

and w  is the solution of the nonclassical boundary value 
problem  

2 2

02 2

0 0

*

( , ) = 0, ( , ) \ ,

( , ) = 0, ( , ) ,
( , ) ( , )

=

(1, ) (1, ) , 0 1.

+ −

∂ ∂
+ − ∈

∂ ∂
∈ Γ

∂ ∂
−

∂ ∂
∂ ∂

= + ≤ ≤
∂ ∂

w w q x y w x y G
x y

w x y x y
w x y w x y

x x
w y w y y

x x

γ

σ σ

 (2.2) 

As is known [12], problem (2.1) has a unique solution that 

belongs to the space 2 1
2 2( ) ( )∩



W G W G . Therefore it remains 
for us to investigate problem (2.1). To this end, we consider 
the iteration process  

2 1 2 1
1

02 2

1

1 1
0 0

( , ) = 0, ( , ) \ ,

( , ) = 0, ( , ) ,
( , ) ( , )

=

(1, )= ( ), 0 1, = 0,1,2, ,

+ +
+

+

+ + + −

∂ ∂
+ − ∈

∂ ∂

∈ Γ

∂ ∂
−

∂ ∂
∂

+ ≤ ≤
∂



k k
k

k

k k

k

w w q x y w x y G
x y

w x y x y
w x y w x y

x x
w y y y k

x

γ

σ ϕ

 (2.3) 

where 
* (1, )( ) = ∂
∂

w yy
x

ϕ σ , 0 ( , )w x y  is the initial 

approximation which can be assumed to be equal to zero. Let 
( ) ( 1) ( )( , ) = ( , ) ( , )+ −k k kz x y w x y w x y , then from equalities (2.3) 

we obtain  

2 2

02 2

0 0

1

( , ) = 0, ( , ) \ ,

( , ) = 0, ( , ) ,
( , ) ( , )

=

(1, )= , 0 1, = 1,2,3, .

+ −

−

∂ ∂
+ − ∈

∂ ∂

∈ Γ

∂ ∂
−

∂ ∂
∂

≤ ≤
∂



k k
k

k

k k

k

z z q x y z x y G
x y

z x y x y
z x y z x y

x x
z y y k

x

γ

σ

 (2.4) 

In the Space 2 1
2 0 2( \ ) ( )∩



W G W Gγ  problem (2.4) is 
equivalent to the following problem [13], [14]  

2 2

2 2

1

0

( , )

(1, )= ( ) , ( , ) ,

( , ) = 0, ( , ) , = 1,2,3, ,

−

∂ ∂
+ − =

∂ ∂

∂
− − ∈

∂
∈ Γ 

k k
k

k

k

z z q x y z
x y

z yx x x y G
x

z x y x y k

σδ  (2.5) 

where 0( )−x xδ  is the Dirac function. Let us introduce the 
notation  

 
( 1)

0
(1, )( , ) = ( ) .

−∂
− −

∂

kz yf x y x x
x

σδ  

Since 1
2( , ) ( )−∈f x y W G , the solution of problem (2.5) 

exists, is unique and belongs to the space 1
2W (G)


 [12]. 
Moreover, if ( , , , )G x y ξ η  is the Green’s function of problem 
(2.5), then the solution can be represented as follows  

( )

( 1)

0

1 ( 1)

0
0

( , ) =
(1, )( , , , ) ( ) =

(1, )= ( , , , ) .

−

−

∂
= −

∂

∂
∂

∫∫

∫

k

k

G

k

z x y
zG x y x d d

x

zG x y x d
x

ησ ξ η δ ξ ξ η

ησ η η

 (2.6) 

Furthermore, taking the property of the Green’s function 
into account [13], [14], from equality (2.6) it follows that 

( ) 2 1
2 0 2( , ) ( \ ) ( )∈ ∩



kz x y W G W Gγ , hence we define the trace of 

the function ( )( (1, ))∂
∂

kz y
x

 which belongs to the space 

1/2
2 (0,1)W . Thus, using (2.6) we can write  

1( ) ( 1)
0

0

(1, , , )(1, ) (1, )= .
−∂∂ ∂

⋅
∂ ∂ ∂∫

k kG y xz y z d
x x x

η ησ η  (2.7) 

Next, using the Cauchy–Bunyakovsky inequality, from 
equality (2.7) we obtain  
1 ( )

2

0
1 1 1 ( 1)

2 2 20

0 0 0

(1, )[ ]

(1, , , ) (1, )[ ] [ ] .
−

∂
≤

∂

∂ ∂
≤ ⋅

∂ ∂

∫

∫∫ ∫

k

k

z y dy
x

G y x zdxdy d
x x

η ησ η
 (2.8) 

Denote  

0

([0,1] [0,1])2

(1, , , )
= ,

×

∂
∂ L

G y x
x

η
θ σ  

then from (2.8) we obtain the estimate  
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( ) ( 1)

[0,1] [0,1]2 2

(1, ) (1, ) .
−∂ ∂

≤
∂ ∂

k k

L L

z y z y
x x

θ  (2.9) 

Let 0< 1/ ( (1, , , ))∂
∂

G y x
x

σ η , then < 1θ  and estimate 

(2.9) implies that the series ( )

=1
( (1, ))

∞ ∂
∂∑ k

k
z y

x
 converges. This 

means that the sequence 
( ) (1, ) ∂

 
∂ 

kw y
x

 converges, where  

( )

( 1) ( ) (0)1

=0

(1, ) =

(1, ) (1, ) (1, )

k

i ik

i

w y
x

w y w y w y
x x x

+−

∂
∂

 ∂ ∂ ∂
= − + ∂ ∂ ∂ 

∑
 

in the norm of the space 2[0,1]L . Therefore equality (2.6) 

implies the convergence of the series ( )

=1
( , )

∞

∑ k

k
z x y , and thereby 

the convergence of the iteration sequence ( ){ ( , )}kw x y : 
( ) ( , ) = ( , ),lim

→∞

k

k
w x y w x y  

where 2 1
2 0 2( , ) ( \ ) ( )∈ ∩



w x y W G W Gγ . Further it is not difficult 
to prove that the function ( , )w x y  is the solution of problem 
(2.2). 

Let us prove the uniqueness of the solution. Assume that 
1( , )w x y  and 2 ( , )w x y  are two generalized solutions of 

problem (2.2). Then their difference 
1 2( , ) = ( , ) ( , )−z x y w x y w x y  is the solution of the problem  

2 2

02 2

0 0

( , ) = 0, ( , ) \ ,

( , ) = 0, ( , ) ,
( , ) ( , ) (1, )= , 0 1.

+ −

∂ ∂
+ − ∈

∂ ∂
∈ Γ

∂ ∂ ∂
− ≤ ≤

∂ ∂ ∂

z z q x y z x y G
x y

z x y x y
z x y z x y z y y

x x x

γ

σ

 (2.10) 

By the same reasoning as above we obtain ( , ) = 0z x y . We 
have thereby proved the existence and uniqueness of the 
solution of problem (1.3). 

III. ALGORITHM OF THE SOLUTION OF AN OPTIMAL CONTROL 
PROBLEM 

The scheme of the solution of an optimal control problem is 
as follows:   

1. to find a solution 0 ( , )x yψ , we first solve the adjoint 
problem (1.3); 

2. using the function 0 ( , )x yψ  from (1.4), we construct the 
optimal control 0 ( , )x yω ; 

3. to find an optimal solution 0 ( , )u x y , we solve problem 
(1.1).  

As we have shown, a solution of the adjoint problem can be 
written in the form *= +w wψ , where *w  is the solution of 

the Dirichlet problem (2.1), and w  is the solution of the 
nonclassical boundary value problem (2.2). For the solution of 
problem (2.2) we consider the iteration process (2.3). Problem 
(2.3) is equivalent to the following problem  

2 1 2 1
1

2 2

0

1

( , ) =

(1, )= ( )( ( )), ( , ) ,

( , ) = 0, ( , ) , = 0,1,2, ,

+ +
+

+

∂ ∂
+ −

∂ ∂

∂
− + ∈

∂
∈ Γ 

k k
k

k

k

w w q x y w
x y

w yx x y x y G
x

w x y x y k

δ σ ϕ  (3.1) 

where 
* (1, )( ) = ∂
∂

w yy
x

ϕ σ , 0 ( , )w x y  is the initial 

approximation. 
For the solution of problem (1.1) we consider the iteration 

process  
2 1 2 1

1
2 2

1

1
0

( , ) =

( , ) ( , ), ( , ) ,
( , ) = 0, ( , ) \ ,
(1, ) = ( , ), 0 1, 0 < < 1,

= 0,1,2, .

+ +
+

+

+

∂ ∂
+ −

∂ ∂
= + ∈

∈ Γ

≤ ≤


k k
k

k

k k

u u q x y u
x y

a x y b x y x y G
u x y x y
u y u x y y
k

ω

γ

σ σ

 (3.2) 

IV. NUMERICAL REALIZATION OF THE PROBLEM BY MEANS OF 
THE MATHCAD 

To obtain a numerical solution of problems (3.1) and (3.2), 
at each iteration step we use the built-in function relax(a, b, c, 
d, e, f, u, rjac) in the Mathcad [15], [16]. 

The function relax returns the square matrix, where the 
position of an element in the matrix corresponds to its position 
inside the square domain, while the value corresponds to an 
approximate solution at this point. 

The arguments of the function relax are as follows: 
a, b, c, d, e are square matrices of one and the same size, 

containing the coefficients of a differential equation. In 
particular, for a Helmholtz equation the coefficients are 

, , , ,= = = = 1,i j i j i j i ja b c d  , ,= 4− −i j i je q , where ,i jq  are the 

values of ( , )q x y  in the respective node inside the square 
domain; 

f is a square matrix containing the values of the right-hand 
part of the equation in the respective node inside the square 
domain; 

u is a square matrix containing the boundary values of the 
function at the domain edges, and also the initial 
approximation of the solution in the interior nodes of the 
square domain; 

rjac is the parameter controlling the relaxation process 
convergence. It may vary in the range from 0 to 1, but an 
optimal value depends on the particulars of the problem. 

As an example let us consider problems (1.1) and 
(1.3),where ( ), = ,+q x y x y  ( ), =1,a x y  ( ), =0b x y , 

( ), =1c x y , ( ), =1d x y , ( ), =1x yω , 0 =1/ 2x . 
The results of the numerical solution of problems (1.1) and 
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(1.3) are graphically shown in Fig. 1.  and  Fig. 2. 
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Review of Cases of Integrability in Dynamics of
Lower- and Multidimensional Rigid Body in a

Nonconservative Field of Forces
Maxim V. Shamolin

Abstract—Study of the dynamics of a multidimensional solid
depends on the force-field structure. As reference results, we
consider the equations of motion of low-dimensional solids in
the field of a medium-drag force. Then it becomes possible to
generalize the dynamic part of equations to the case of the motion
of a solid, which is multidimensional in a similarly constructed
force field, and to obtain the full list of transcendental first
integrals. The obtained results are of importance in the sense
that there is a nonconservative moment in the system, whereas
it is the potential force field that was used previously.

Index Terms—Case of integrability, dynamic part of motion
equations, multidimensional rigid body.

I. I NTRODUCTION

T HIS activity presents itself the review of either obtained
earlier or new cases of integrability in Dynamics of two-

dimensional, three-dimensional, and four-dimensional rigid
body being in a nonconservative field of forces. The studied
problems are described in terms of dynamic systems with so-
called variable dissipation with zero mean.

The problem of research of complete choice of transcenden-
tal first integrals of the systems with dissipation is rather actual
too, and majority of scientific activities was dedicated to it.
New class of dynamic systems having the periodic coordinate
is introduced in consideration. Due to the presence in such
systems the nontrivial groups of symmetries it was shown that
the considered systems possess the variable dissipation with
zero mean that means the dissipation in the system is equal to
zero for the period on available periodical coordinate, although
both the sop of energy and its dissipation can be present in the
different domains of the phase space of the system. On the base
of obtained material the dynamic systems arising in Dynamics
of a rigid body were analyzed. As the result the series of
the cases of complete integrability of the motion equations in
terms of transcendental functions and expressing through the
finite combination of elementary functions were discovered.
The certain generalizations on the conditions of integrability
of more general classes of nonconservative dynamic systems
(Dynamics of four-dimensional rigid body) were obtained.
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II. PRELIMINARY

The activity presents the review of both earlier obtained
and also new cases of integrability in two-, three-, and four-
dimensional rigid body dynamics in a nonconservative force
field. The problems studied are described in terms of so-called
zero mean variable dissipation dynamic systems.

Therefore, we study nonconservative systems for which the
methods for studying, for example, Hamiltonian systems is
not applicable in general. Therefore, for such systems, it is
necessary, in some sense, to ”directly” integrate the main
equation of dynamics. We generalize old cases and also obtain
new cases of complete integrability in transcendental functions
in two-, three-, and four-dimensional rigid body dynamics in
a nonconservative force field.

Of course, in the general case, it is sufficiently difficult to
construct some theory of integrating nonconservative systems
(even of low dimension). But in a number of cases where the
systems considered have additional symmetries, we succeed in
finding first integrals through finite combinations of elemen-
tary functions [1].

We obtain a whole spectrum of complete integrability
cases for nonconservative dynamical systems having nontrivial
symmetries. Moreover, in almost all cases, each of the first in-
tegrals is expressed through a finite combination of elementary
functions, being one transcendental function of its variables.
In this case, the transcendence is understood in the complex
analysis sense, when after continuation of given functions to
the complex domain, they have essentially singular points.
The latter fact is stipulated by the existence of attracting
and repelling sets in the system (for example, attracting and
repelling foci).

We discover new integrable cases of motion of a rigid body,
including that in the classical problem of motion of a spherical
pendulum in an over-run medium flow.

In [1], [2], [3], [4] we study the general aspects of inte-
grability of so-called variable dissipation dynamic systems.
For the beginning we give the visual characteristic of those
systems. Therefore, in this case, we will speak of systems with
the variable dissipation, where the term ”variable” refers not
to the value of the dissipation coefficient, but to the possible
alternation of its sign (therefore, it is more reasonable to use
the term sign-alternating).

We introduce the class of autonomous dynamic systems hav-
ing one periodic phase coordinate, and therefore, possessing
the certain symmetries which are typical for the pendulum-like
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systems.We show that offered class of systems are embedded
to the class of zero mean variable dissipation systems by
natural way, i.e., on the average, for the period of the existing
periodic coordinate, the sop and diffusing to energy balance
to each other in certain sense. We offer the examples of
pendulum-like systems on lower-dimension manifolds from
dynamics of a rigid body in a nonconservative field of force
[1], [5].

In [1], [6] we study the certain general conditions of inte-
grability in elementary functions for the systems both on two-
dimensional planes and the tangent bundle of one-dimensional
sphere (i.e., two-dimensional cylinder), and two-dimensional
sphere (the four-dimensional manifold). Therefore, we offer
the interesting example of three-dimensional phase pattern of
pendulum-like system which describes the motion of spherical
pendulum, placed in an over-run medium flow [1], [5], [6].

Since we present the cases of complete integrability in
spatial rigid body dynamics of the motion in a nonconser-
vative field, we deal with three (at first thought) independent
properties:

i) the distinguished class of systems with the symmetries
above;

ii ) the fact that this class of systems consists of systems
with zero mean variable dissipation (in the having periodic
variable), which allows us to consider them as ”almost”
conservative systems;

iii ) in certain (although lower-dimensional) cases, these
systems have the complete tuple of first integrals, which are
transcendental in general (from the viewpoint of complex
analysis).

In [1] the obtained results are systematized on study of
the dynamic equations of the motion of symmetrical two-
dimensional (2D−) rigid body which residing in a certain
nonconservative field of the forces. Its type is unoriginal
from dynamics of the real rigid bodies interacting with a
resisting medium on the laws of a jet flow, under which the
nonconservative tracing force acts onto the body, and it either
forces the value of the velocity of a certain typical point of
the rigid body to remain as constant in all time of motion,
that means the presence in system of nonintegrable servo-
constraint, or forces the center of mass of the body to move
rectilinearly and uniformly in all time of motion, that means
the presence in system of nonconservative pair of the forces
(see also [6], [7]).

Therefore, in [1] the additional transcendental first integral
expressing through the finite combination of elementary func-
tions is found to having analytical nonintegrable constraint,
and in [8], [9], [10] the same was made to having analytical
first integral (the square of the center of mass) only.

New obtained results are systematized and given in invariant
form. Herewith, the additional dependence of the moment of
the nonconservative force on the angular velocity is intro-
duced. The given dependence can be wide-spread and on the
cases of the motions in the spaces of higher dimensions.

In [1], [11] the obtained results are systematized on study
of the dynamic equations of the motion of symmetrical three-
dimensional (3D−) rigid body which residing in a certain
nonconservative field of the forces. Its type is also unoriginal

from dynamics of the real rigid bodies interacting with a
resisting medium on the laws of a jet flow, under which the
nonconservative tracing force acts onto the body, and it either
forces the value of the velocity of a certain typical point of
the rigid body to remain as constant in all time of motion,
that means the presence in system of nonintegrable servo-
constraint, or forces the center of mass of the body to move
rectilinearly and uniformly in all time of motion, that means
the presence in system of nonconservative pair of the forces.

Therefore, in [10], [11], [12] three additional transcendental
first integrals expressing through the finite combination of
elementary functions are found to having analytical invariant
relations (nonintegrable constraint and the integral on the
equality to zero one of the component of angular velocity), and
in [11], [12], [13] the same was made to having analytical first
integrals (the square of the center of mass and the integral on
the equality to zero one of the component of angular velocity)
only.

In [1] we declare the general aspects of dynamics of multi-
dimensional rigid body, i.e., the notion of angular velocity
tensor, the joint dynamic equations of the motion on direct
productRn × so(n), the Euler and Rivals formulas in multi-
dimensional case.

The question on tensor of inertia of four-dimensional (4D−)
rigid body is considered. In this activity it is proposed to study
two possible cases logically on principal moments of inertia,
i.e., when there existstwo relations on the principal moments
of inertia:

(i) when there existthreeequal principal moments of inertia
(I2 = I3 = I4);

(ii) when there existtwo pairsof equal moments of inetria
(I1 = I2, I3 = I4).

In [12], [13], [14] the obtained results are systematized on
study of the dynamic equations of the motion of symmetrical
four-dimensional (4D−) rigid body which residing in a certain
nonconservative field of the forces for the case(i). Its type is
also unoriginal from dynamics of lower-dimensional real rigid
bodies interacting with a resisting medium on the laws of a
jet flow, under which the nonconservative tracing force acts
onto the body, and it either forces the value of the velocity of
a certain typical point of the rigid body to remain as constant
in all time of motion, that means the presence in system of
nonintegrable servo-constraint, or forces the center of mass of
the body to move rectilinearly and uniformly in all time of
motion, that means the presence in system of nonconservative
pair of the forces.

Therefore, in [13], [14], [15] four additional transcendental
first integrals expressing through the finite combination of
elementary functions are found to having four analytical
invariant relations (nonintegrable constraint and three integrals
on the equalities to zero some of the components of angular
velocity tensor), and in [14], [15], [16] the same was made to
having four analytical first integrals (the square of the center
of mass and three integrals on the equalities to zero some of
the components of angular velocity tensor) only.

The results are pertained to the case when all the interaction
of a medium with the body is concentrated on that part of
the body surface that has the form of three-dimensional disk,
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TABLE I
CLASSIFICATION OF THE CASES OF INTEGRABILITY FROM

TWO-DIMENSIONAL SYMMETRIC RIGID BODY DYNAMICS IN E2 TO

FOUR-DIMENSIONAL DYNAMICALLY SYMMETRIC RIGID BODY DYNAMICS

IN E4

Dimension ConstraintCondition

of a Rigid Body v ≡ const(β2 ≡ const) VC ≡ const

E2 h = 0 ⊕ h = 0 ⊕
h 6= 0 ⊕ h 6= 0 ⊕

E3 h = 0 ⊕ h = 0 ⊕
(I2 = I3) h 6= 0 ⊕ h 6= 0 ⊕

E4 h = 0 ⊕ h = 0 ⊕
(I2 = I3 = I4) h 6= 0 ⊕ h 6= 0 ⊕

E4 h = 0 ⊕ h = 0 ª
(I1 = I2, I3 = I4) h 6= 0 ⊕ h 6= 0 ª

herewith, the force interaction is concentrated in the direction
which is perpendicular to this disk. These results are system-
atized and given in invariant form. Herewith, the additional
dependence of the moment of the nonconservative force on
the angular velocity is introduced. The given dependence can
be wide-spread and on the cases of the motions in the spaces
of higher dimensions.

In this activity the obtained results are systematized on study
of the dynamic equations of the motion of symmetrical four-
dimensional (4D−) rigid body which residing in a certain
nonconservative field of the forces for the case(ii). Its type
is also unoriginal from dynamics of lower-dimensional real
rigid bodies interacting with a resisting medium on the laws
of a jet flow, under which the nonconservative tracing force
acts onto the body, and it forces both the value of the velocity
of a certain typical point of the rigid body and the certain
phase variable to remain as constant in all time, that means
the presence in system of nonintegrable servo-constraints.

Therefore, in this activity two additional transcendental and
three analytical first integrals expressing through the finite
combination of elementary functions are found to having four
analytical invariant relations (two nonintegrable constraints
and two integrals on the equalities to zero some of the
components of angular velocity tensor).

The results which are obtained now are pertained to the
case when all the interaction of a medium with the body is
concentrated on that part of the body surface that has the
form of two-dimensional disk, herewith, the force interaction is
concentrated in two-dimensional plane which is perpendicular
to this disk. These results are systematized and given in
invariant form. Herewith, the additional dependence of the
moment of the nonconservative force on the angular velocity
is introduced. The given dependence can be wide-spread and
on the cases of the motions in the spaces of higher dimensions.

And so, in [16], [17], [18] the cases of integrability in lower-
and multi-dimensional dynamics of a rigid body placed in a
nonconservative force field. To systemize we shall place all of
them to the following table.

The notificationsh = 0 (or h 6= 0) mean that the

dependence of the force field on the components of angular
velocity tensor is present (or is absent) in the system.

The sign⊕ means that the case is placed to this review.
Two signsª in the right below corner of the table mean

that these two cases are not placed to this review (indeed, this
activity is devoted to the caseI1 = I2, I3 = I4 only).

Nevertheless, the corresponding results have already ob-
tained for the caseI2 = . . . = In of symmetricn-dimensional
rigid body, and those results are not also placed to this review.

Many results of this work were regularly reported at nu-
merous workshops, including the workshop ”Actual Problems
of Geometry and Mechanics” named after professor V. V.
Trofimov led by D. V. Georgievskii and M. V. Shamolin.

III. C ASES OF INTEGRABILITY CORRESPONDING TO A

RIGID BODY MOTION IN FOUR-DIMENSIONAL SPACE

In this section the new results are systematized on study of
the equations of the motion of dynamically symmetrical four-
dimensional (4D−) rigid body which residing in a certain
nonconservative field of the forces in the case of special
dynamical symmetry. Its type is unoriginal from dynamics of
the real lower-dimensional rigid bodies of interacting with a
resisting medium on the laws of a jet flow, under which the
nonconservative tracing force acts onto the body and forces
both the value of the velocity of a certain typical point of the
rigid body and the certain phase variable to remain as constant
in all time, that means the presence in system of nonintegrable
servo-constraints.

Previously, in [1], the author showed the complete inte-
grability of the equations of body planeparallel motion in
a resisting medium under the conditions of streamline flow
around when the system of dynamical equations has a first
integral that is a transcendental (having essentially singular
points in the sense of the theory of functions of one complex
variable) function of quasi-velocities. At that time, it was
assumed that the interaction of the medium with the body
is concentrated on the part of the body surface that has the
form of a (one-dimensional) plate.

Later on, in [2], [5], [18], the plane problem was generalized
to the spatial (three-dimensional) case where the system of
dynamical equations has a complete tuple of transcendental
first integrals. It was assumed here that the whole interaction
of the medium and the body is concentrated on a part of the
body surface that has the form of a plane (two-dimensional)
disk.

In this section the results which are obtained now are
pertained to the case when all the interaction of a medium
with the body is concentrated on that part of the body surface
that has the form of two-dimensional disk, herewith, the force
interaction is concentrated in two-dimensional plane which is
perpendicular to this disk. These results are systematized and
given in invariant form. Herewith, the additional dependence
of the moment of the nonconservative force on the angular
velocity is introduced. The given dependence can be wide-
spread and on the cases of the motions in the spaces of higher
dimensions.
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IV. M ORE GENERAL PROBLEM OF THE MOTION WITH THE

TRACING FORCE

Let consider the motion of a homogeneous dynami-
cally symmetric rigid body with ”the front end-wall” (two-
dimensional disk interacting with a medium which filling the
four-dimensional space) in the field of forceS of the resistance
under the conditions of quasistationarity.

Let (v, α, β2, β1) are the coordinates of the vector velocity
of a certain typical pointD of a rigid body (D is the center
of two-dimensional disk) such thatα is the angle between the
vectorvD and the planeDx1x2, β2 is the angle measured in
the planeDx1x2 up to the projection of the vectorvD on the
planeDx1x2, β1 is the angle mesured in the planeDx3x4 up
to the projection of the vectorvD on the planeDx3x4,

Ω =




0 −ω6 ω5 −ω3

ω6 0 −ω4 ω2

−ω5 ω4 0 −ω1

ω3 −ω2 ω1 0




is the angular velocity tensor of the body,Dx1x2x3x4 is the
coordinate system related to the body, herewith, the straight
line CD lies in the planeDx1x2 (C is the center of mass), and
the axesDx3, Dx4 lie in the disk plane,I1, I2 = I1, I3, I4 =
I3, m are the inertia–mass characteristics.

Let accept the following decompositions in the projections
on the axes of the coordinate systemDx1x2x3x4:

DC = {σ sin γ,−σ cos γ, 0, 0},
vD = {v cosα sin β2, v cos α cosβ2,

v sin α cos β1, v sin α sinβ1}. (1)

Herewith, in our case the decomposition will be also correct
for the function of a medium interaction on four-dimensional
body:

S = {S1, S2, 0, 0}, (2)

herewith

S1 = S sin γ, S2 = −S cos γ, γ = const, (3)

i.e. in this caseF = S, and the angleγ is measured in the
planeDx1x2.

Then those part of dynamic equations of the body motion
(including and in the case of Chaplygin analytical functions,
see below) which describes the center of mass motion and
corresponds to the spaceR4 under which the tangent forces
to three-dimensional disk are absent, has the form:

v̇ cosα sin β2 − α̇v sinα sin β2 + β̇2v cos α cosβ2−
−ω6v cos α cos β2 + ω5v sin α cos β1 − ω3v sinα sin β1−
−σ(ω2

6 + ω2
5 + ω2

3) sin γ − σ(ω4ω5 + ω2ω3) cos γ+

+σω̇6 cos γ =
S1

m
, (4)

v̇ cos α cosβ2 − α̇v sin α cosβ2 − β̇2v cos α sinβ2+

+ω6v cos α sin β2 − ω4v sin α cos β1 + ω2v sin α sin β1+

+σ(ω2
6 + ω2

4 + ω2
2) cos γ + σ(ω4ω5 + ω2ω3) sin γ+

+σω̇6 sin γ =
S2

m
, (5)

v̇ sin α cos β1 + α̇v cosα cos β1 − β̇1v sin α sin β1−
−ω5v cos α sin β2 + ω4v cos α cos β2 − ω1v sin α sin β1+

+σ(ω4ω6 − ω1ω3) sin γ − σ(ω5ω6 + ω1ω2) cos γ−
−σω̇5 sin γ − σω̇4 cos γ = 0, (6)

v̇ sin α sin β1 + α̇v cos α sin β1 + β̇1v sin α cos β1+

+ω3v cosα sin β2 − ω2v cosα cos β2 + ω1v sin α cos β1−
−σ(ω2ω6 + ω1ω5) sin γ + σ(ω3ω6 − ω1ω4) cos γ+

+σω̇3 sin γ + σω̇2 cos γ = 0, (7)

where
S = s(α)v2, σ = CD, v > 0. (8)

Later on, the auxiliary matrix for the calculation of the
moment of the resisting force has the form

(
0 0 x3N x4N

S1 S2 0 0

)
, (9)

then those part of the dynamic equations of the body motion
which describes the body motion around the center of mass,
and corresponds to the Lie algebra so(4), has the form:

(λ4 + λ3)ω̇1 + (λ3 − λ4)(ω3ω5 + ω2ω4) = 0, (10)

(λ2 + λ4)ω̇2 + (λ2 − λ4)(ω3ω6 − ω1ω4) =

= −x4N

(
α, β1, β2,

Ω
v

)
s(α)v2 cos γ, (11)

(λ4 + λ1)ω̇3 + (λ4 − λ1)(ω2ω6 + ω1ω5) =

= −x4N

(
α, β1, β2,

Ω
v

)
s(α)v2 sin γ, (12)

(λ3 + λ2)ω̇4 + (λ2 − λ3)(ω5ω6 + ω1ω2) =

= x3N

(
α, β1, β2,

Ω
v

)
s(α)v2 cos γ, (13)

(λ1 + λ3)ω̇5 + (λ3 − λ1)(ω4ω6 − ω1ω3) =

= x3N

(
α, β1, β2,

Ω
v

)
s(α)v2 sin γ, (14)

(λ1 + λ2)ω̇6 + (λ1 − λ2)(ω4ω5 + ω2ω3) = 0. (15)

Thus, the following direct product of four-dimensional
manifold on the Lie algebra so(4)is the phase space of the
tenth order system (4)–(7), (10)–(15):

R1 × S3 × so(4). (16)

We notice right now that the system (4)–(7), (10)–(15), by
virtue of the having dynamical symmetry

I1 = I2, I3 = I4, (17)

possesses the cyclic first integrals

ω1 ≡ ω0
1 = const, ω6 ≡ ω0

6 = const. (18)
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Herewith, hereinafter we shall consider the dynamics of the
system on zero level:

ω0
1 = ω0

6 = 0. (19)

And if there exists the more general problem of the body
motion with the certain tracing forceT, which acts on the
planeDx1x2 and providing the fulfillment of the following
equalities in all time of the motion

v ≡ const, β2 ≡ const, (20)

that in the system (4)–(7), (10)–(15) the values

T1 + S1, T2 + S2 (21)

will stand instead ofF1 andF2 accordingly.
As a result of corresponding value choiceT of the tracing

force it is possible to obtain formally the fulfillment of the
equalities (20) in all time of the motion. Really, if we express
formally the valueT by virtue of the system (4)–(7), (10)–(15)
we shall obtain forcosα 6= 0:

T1 = T1,v,β2(α, β1,Ω) =

= −mσ(ω2
5 + ω2

3) sin γ −mσ(ω4ω5 + ω2ω3) cos γ+

+mω5v sin α cosβ1 cos2 β2 −mω3v sin α sin β1 cos2 β2+

+mω4v sin α cosβ1 sin β2 cos β2−
−mω2v sin α sin β1 sin β2 cos β2 − s(α)v2×

×
[
sin γ − mσ

I1 + I3

sin α

cos α
sin β2 · Λv,β2

(
α, β1,

Ω
v

)]
, (22)

T2 = T2,v,β2(α, β1,Ω) =

= mσ(ω2
4 + ω2

2) cos γ + mσ(ω4ω5 + ω2ω3) sin γ−
−mω4v sinα cos β1 sin2 β2 + mω2v sin α sin β1 sin2 β2−

−mω5v sin α cosβ1 sin β2 cos β2+

+mω3v sin α sin β1 sin β2 cos β2 + s(α)v2×

×
[
cos γ − mσ

I1 + I3

sin α

cos α
cosβ2 · Λv,β2

(
α, β1,

Ω
v

)]
, (23)

where

Λv,β2

(
α, β1,

Ω
v

)
= x3N

(
α, β1, β2,

Ω
v

)
cosβ1+

+x4N

(
α, β1, β2,

Ω
v

)
sin β1. (24)

The conditions (18)–(20) are used at the obtaining of the
equalities (22) and (23).

It makes possible to look at this procedure from two posi-
tions. In first, the transformation of the system has occurred
at presence of the tracing (control) force in the system which
provides the consideration of interesting classes of the motion
(20). In second, it makes possible to look at this like the
procedure which allows to deflate the system. Really, the
system (4)–(7), (10)–(15) as a result of that action generates
an independent system of the sixth order of the following type:

α̇v cos α cos β1 − β̇1v sin α sin β1 − ω5v cos α sin β2+

+ω4v cos α cos β2 − σω̇5 sin γ − σω̇4 cos γ = 0, (25)

α̇v cos α sin β1 + β̇1v sin α cos β1 + ω3v cos α sin β2−
−ω2v cos α cos β2 + σω̇3 sin γ + σω̇2 cos γ = 0, (26)

(I1 + I3)ω̇2 = −x4N

(
α, β1, β2,

Ω
v

)
s(α)v2 cos γ, (27)

(I1 + I3)ω̇3 = −x4N

(
α, β1, β2,

Ω
v

)
s(α)v2 sin γ, (28)

(I1 + I3)ω̇4 = x3N

(
α, β1, β2,

Ω
v

)
s(α)v2 cos γ, (29)

(I1 + I3)ω̇5 = x3N

(
α, β1, β2,

Ω
v

)
s(α)v2 sin γ, (30)

in which the parametersv, β2 are added to the constant
parameters specified above.

A. Two systems of the discourses on integrability

Remark (on analytical first integrals). Obviously that
the system (25)–(30) possesses two analytical first integrals
which are expressed in terms of the finite combination of the
elementary functions:

ω2 sin γ − ω3 cos γ = W ′
1 = const, (31)

ω4 sin γ − ω5 cos γ = W ′
2 = const. (32)

First of all this means that the system (25)–(30) can be reduced
to the fourth order system on its own four-dimensional phase
manifold.

Hereafter, it makes possible to develop by the following
ways under the study of the system (25)–(30) (i.e. to accept
the following systems of the discourses).

I. In first, it makes possible ”not to notice” the existence
in the system the first integrals of the forms (31), (32). Then
conducting the series of the equivalent transformations it can
possible try to reduce the investigated system (25)–(30) to the
equivalent system in which the reduction to the systems of
lower dimensionality will occur. Herewith, it is sufficient to
get the quantity of the independent first integrals smaller then
previous one on two units for the complete system integration,
by virtue of (31), (32).

II. In second, it makes possible to use the first integrals
(31), (32) expressing two interested phase variables from the
list ω2, ω3, ω4, ω5. Herewith, we shall get just the fourth order
system as the system which is the reduction of the system
(25)–(30) to the certain four-dimensional phase manifold.

In the beginning we shall choose the system of the dis-
coursesI .

Really, the system (25)–(30) is equivalent to

α̇v cos α− ω5v cos α cosβ1 sin β2 + ω4v cosα cos β1 cosβ2+

+ω3v cosα sin β1 sin β2 − ω2v cosα sin β1 cos β2−
σω̇5 sin γ cos β1 − σω̇4 cos γ cos β1+

+σω̇3 sin γ sin β1 + σω̇2 cos γ sinβ1 = 0, (33)

β̇1v sin α + ω3v cosα cosβ1 sinβ2−ω2v cos α cosβ1 cos β2+
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+ω5v cosα sin β1 sin β2 − ω4v cosα sin β1 cosβ2+

+σω̇3 sin γ cos β1 + σω̇2 cos γ cos β1+

+σω̇5 sin γ sin β1 + σω̇4 cos γ sin β1 = 0, (34)

ω̇2 = − v2

I1 + I3
x4N

(
α, β1, β2,

Ω
v

)
s(α) cos γ, (35)

ω̇3 = − v2

I1 + I3
x4N

(
α, β1, β2,

Ω
v

)
s(α) sin γ, (36)

ω̇4 =
v2

I1 + I3
x3N

(
α, β1, β2,

Ω
v

)
s(α) cos γ, (37)

ω̇5 =
v2

I1 + I3
x3N

(
α, β1, β2,

Ω
v

)
s(α) sin γ, (38)

Let introduce new quasivelocities in the system. We shall
transform the valuesω2, ω3, ω4, ω5 by means of the composi-
tion of the following rotations for this:

(
z1

−z2

)
= T∗(−β1)

(
ω3

ω5

)
,

(
z3

−z4

)
= T∗(−β1)

(
ω2

ω4

)
, (39)

where

T∗(β1) =

(
cos β1 − sin β1

sin β1 cos β1

)
, (40)

and also (
w1

w2

)
= T∗(β2)

(
z3

z1

)
,

(
w3

w4

)
= T∗(−β2)

( −z4

z2

)
. (41)

Thus, the following relations are correct:

z1 = ω3 cos β1 + ω5 sin β1,

z2 = ω3 sin β1 − ω5 cos β1,

z3 = ω2 cos β1 + ω4 sin β1,

z4 = ω2 sin β1 − ω4 cos β1,

w1 = −z1 sin β2 + z3 cos β2,

w2 = z3 sin β2 + z1 cosβ2,

w3 = z2 sin β2 − z4 cosβ2,

w4 = z4 sin β2 + z2 cosβ2.

(42)

As is seen from (33)–(38), on the manifold

O2 =
{

(α, β1, ω2, ω3, ω4, ω5) ∈ R6 : α =
π

2
k, k ∈ Z

}

(43)
it is impossible to resolve the system uniquely relatively
to α̇, β̇1. Thus, the violation of the uniqueness theorem is
happened on the manifold (43) formally. Moreover, in first,
the indefiniteness is happened for even or oddk by the reason
of degeneration of the coordinates(v, α, β1, β2) which are
parameterized the three-dimensional sphere (but are not the
classical spherical coordinates), and, in second, it is happened

the evident violation of the uniquiness theorem for oddk
because of the first equation of (33) degenerates for this case.

Really, Jacobian of the transformationx1, x2, x3, x4 −→
v, α, β1, β2

x1 = v cos α sin β2,

x2 = v cos α cos β2,

x3 = v sin α cosβ1,

x4 = v sin α sin β1

(44)

is equal to
v3 cos α sin α,

in what it differs from Jacobian of the transformation under the
transition to the generalized spherical coordinatesv, α, β1, β2,
which, in turn, is equal to

v3 sin α sin β1.

It follows that the system (33)–(38) outside of and only
outside of the manifold (43) is equivalent to the system

α̇ = −w3 +
σv

I1 + I3

s(α)
cos α

· Λv,β2

(
α, β1,

Ω
v

)
, (45)

ż4 = − v2

I1 + I3
s(α) cos γ · Λv,β2

(
α, β1,

Ω
v

)
+

+z3

[
w1

cosα

sin α
− σv

I1 + I3

s(α)
sin α

·Πv,β2

(
α, β1,

Ω
v

)]
, (46)

ż3 =
v2

I1 + I3
s(α) cos γ ·Πv,β2

(
α, β1,

Ω
v

)
−

−z4

[
w1

cosα

sin α
− σv

I1 + I3

s(α)
sin α

·Πv,β2

(
α, β1,

Ω
v

)]
, (47)

ż2 = − v2

I1 + I3
s(α) sin γ · Λv,β2

(
α, β1,

Ω
v

)
+

+z1

[
w1

cosα

sin α
− σv

I1 + I3

s(α)
sin α

·Πv,β2

(
α, β1,

Ω
v

)]
, (48)

ż1 =
v2

I1 + I3
s(α) sin γ ·Πv,β2

(
α, β1,

Ω
v

)
−

−z2

[
w1

cosα

sin α
− σv

I1 + I3

s(α)
sin α

·Πv,β2

(
α, β1,

Ω
v

)]
, (49)

β̇1 = w1
cos α

sin α
− σv

I1 + I3

s(α)
sin α

·Πv,β2

(
α, β1,

Ω
v

)
, (50)

or finally

α̇ = −w3 +
σv

I1 + I3

s(α)
cos α

· Λv,β2

(
α, β1,

Ω
v

)
, (51)

ẇ4 = − v2

I1 + I3
s(α) sin(β2 + γ) · Λv,β2

(
α, β1,

Ω
v

)
+

+w2

[
w1

cosα

sin α
− σv

I1 + I3

s(α)
sin α

·Πv,β2

(
α, β1,

Ω
v

)]
, (52)

ẇ3 =
v2

I1 + I3
s(α) cos(β2 + γ) · Λv,β2

(
α, β1,

Ω
v

)
−

−w1

[
w1

cosα

sin α
− σv

I1 + I3

s(α)
sin α

·Πv,β2

(
α, β1,

Ω
v

)]
, (53)
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ẇ2 =
v2

I1 + I3
s(α) sin(β2 + γ) ·Πv,β2

(
α, β1,

Ω
v

)
−

−w4

[
w1

cosα

sin α
− σv

I1 + I3

s(α)
sin α

·Πv,β2

(
α, β1,

Ω
v

)]
, (54)

ẇ1 =
v2

I1 + I3
s(α) cos(β2 + γ) ·Πv,β2

(
α, β1,

Ω
v

)
+

+w3

[
w1

cosα

sin α
− σv

I1 + I3

s(α)
sin α

·Πv,β2

(
α, β1,

Ω
v

)]
, (55)

β̇1 = w1
cos α

sin α
− σv

I1 + I3

s(α)
sin α

·Πv,β2

(
α, β1,

Ω
v

)
, (56)

where

Πv,β2

(
α, β1,

Ω
v

)
= −x4N

(
α, β1,

Ω
v

)
cosβ1+

+x3N

(
α, β1,

Ω
v

)
sin β1, (57)

andthe functionΛv,β2 (α, β1,Ω/v) is represented in the form
(24).

Hereafter, the dependence on the groups of the vari-
ables (α, β1, β2, Ω/v) is understood like the compli-
cated dependence on(α, β1, β2, z1/v, z2/v, z3/v, z4/v) (or
(α, β1, β2, w1/v, w2/v, w3/v, w4/v)) by virtue of (42).

The violation of the uniqueness theorem is happened for the
system (33)–(38) on the manifold (43) for oddk in following
sense: the regular phase trajectory of the system (33)–(38)
passes through nearly any point from the manifold (43) for odd
k intersecting the manifold (43) under right angle, and also
there exist the phase trajectory which coincides completely
with the specified point in all moments of time. But those are
the different trajectories physically since the different values
of the tracing force correspond them. Let show this.

As it is shown above, it is necessary to choose the values
T1 andT2 for cosα 6= 0 in the form of (22) and (23) to fulfill
the constraints (20).

Let

lim
α→π/2

s(α)
cos α

Λv,β2

(
α, β1,

Ω
v

)
= L

(
β1, β2,

Ω
v

)
. (58)

Let note that|L| < +∞ iff, when

lim
α→π/2

∣∣∣∣
∂

∂α

(
Λv,β2

(
α, β1,

Ω
v

)
s(α)

)∣∣∣∣ < +∞. (59)

The necessary values of the tracing force forα = π/2
should be found from the equalities

T1 = T1,v,β2

(π

2
, β1, Ω

)
=

= −mσ(ω2
5 + ω2

3) sin γ −mσ(ω4ω5 + ω2ω3) cos γ+

+mω5v cosβ1 cos2 β2 −mω3v sin β1 cos2 β2+

+mω4v cos β1 sin β2 cos β2 −mω2v sin β1 sin β2 cosβ2+

+v2 mσ

I1 + I3
sin β2 · L, (60)

T2 = T2,v,β2

(π

2
, β1, Ω

)
=

= mσ(ω2
4 + ω2

2) cos γ + mσ(ω4ω5 + ω2ω3) sin γ−
−mω4v cos β1 sin2 β2 + mω2v sin β1 sin2 β2−

−mω5v cos β1 sin β2 cos β2 + mω3v sin β1 sin β2 cosβ2−
−v2 mσ

I1 + I3
cos β2 · L, (61)

wherethe values ofω2, ω3, ω4, ω5 are arbitrary.
On the other hand, if we make the rotation around a certain

point W by means of the tracing force it will be necessary to
choose the projections of the tracing force in the form of

T = T1

(π

2
, β1, β2, Ω

)
=

mv2

R01
, (62)

T = T2

(π

2
, β1, β2, Ω

)
=

mv2

R02
, (63)

whereR01, R02 are the projections of the cutCW onto the
corresponding axes of the coordinates.

The equalities (22), (23) and (62) (63) define, generally
speaking, the different values of the tracing forceT for almost
all the points of the manifold (43), and that is proved the
suitable remark.

V. CASE OF THE ABSENCE OF THE DEPENDENCE OF THE

MOMENT OF THE NONCONSERVATIVE FORCES ON THE

ANGULAR VELOCITY

A. Reduced system

Similarly to the choice of the Chaplygin analytical func-
tions, we shall accept the dynamic functionss, x3N andx4N

as the following form:

s(α) = B cos α, A, B > 0, v 6= 0,

x3N

(
α, β1, β2,

Ω
v

)
= x3N0(α, β1) = A sin α cosβ1, (64)

x4N

(
α, β1, β2,

Ω
v

)
= x4N0(α, β1) = A sin α sin β1,

which convinces us that the dependence of the moment of
the nonconservative forces on the angular velocity is absent
in considered system (and there exist the dependences on the
anglesα, β1, β2 only).

Herewith, the functionsΛv,β2 , Πv,β2 , appearing in the sys-
tem (51)–(56), have the following forms:

Λv,β2

(
α, β1,

Ω
v

)
= A sin α, Πv,β2

(
α, β1,

Ω
v

)
≡ 0. (65)

Thenthe dynamic part of the motion equations (the system
(51)–(56)) will have the form as the following analytical
system by means of the nonintegrable constraints (20) outside
of and only outside of the manifold (43)

α̇ = −w3 +
σABv

I1 + I3
sin α, (66)

ẇ4 = − ABv2

I1 + I3
sin(β2 + γ) sin α cosα + w1w2

cosα

sin α
, (67)

ẇ3 =
ABv2

I1 + I3
cos(β2 + γ) sin α cos α− w2

1

cosα

sin α
, (68)
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ẇ2 = −w1w4
cosα

sin α
, (69)

ẇ1 = w1w3
cos α

sinα
, (70)

β̇1 = w1
cosα

sin α
, (71)

If we introduce the dimensionless variables, parameters and
differentiability as follows:

wk 7→ n0vwk, k = 1, 2, 3, 4, n2
0 =

AB

I1 + I3
,

b = σn0, < · >= n0v <′>, (72)

we shall reduce the system (66)–(71) to the form

α′ = −w3 + b sinα, (73)

w′4 = − sin(β2 + γ) sin α cosα + w1w2
cosα

sin α
, (74)

w′3 = cos(β2 + γ) sin α cosα− w2
1

cosα

sin α
, (75)

w′2 = −w1w4
cosα

sin α
, (76)

w′1 = w1w3
cos α

sinα
, (77)

β′1 = w1
cosα

sin α
, (78)

As is seen, the independent fifth order system (73)–(77) on
its own five-dimensional manifold was formed in the sixth
order system (73)–(78) which can be considered on its own
six-dimensional manifold

TS2 ×R2 (79)

— the direct product of the tangent stratificationTS2 of two-
dimensional sphereS2 on two-dimensional plane.

Furthermore, the independent third order subsystem

α′ = −w3 + b sinα, (80)

w′3 = cos(β2 + γ) sin α cosα− w2
1

cosα

sin α
, (81)

w′1 = w1w3
cos α

sinα
, (82)

was formed from the sixth order system (73)–(78), and also
(while dependent) second order system

w′4 = − sin(β2 + γ) sin α cosα + w1w2
cosα

sin α
, (83)

w′2 = −w1w4
cosα

sin α
, (84)

and the equation
β′1 = w1

cosα

sin α
(85)

canbe chosen.
In general, for the complete integrability of the system (73)–

(78) it is sufficient to know five independent first integrals.
However, after the partition of the system on three parts (the
system (80)–(82), the system (83), (84) and the equation (85))
for the complete integrability it is sufficient to know two
independent first integrals of the system (80)–(82), one — of
the system (83), (84) (after the reduction of the latter system to

the independent subsystem) and one more first integral which
”joining” the equation (85).

Immediately we shall notice that the latter discourses are
typical for the choice of the system of discoursesI (see
above). Really, while we ”do not notice” the existence of
two analytical first integrals (31), (32). Therefore, when we
get two independent first integrals of the independent third
order system (80)–(82), and also the first integral ”joining”
the equation (85), we shall have the complete tuple of the
independent first integrals of the fourth order system (80)–(82),
(85). The obtained assigned complete tuple (three integrals)
and together with the analytical first integrals (31), (32) forms
the complete tuple of five first integrals of the sixth order
system (80)–(85).

Hereafter, in particular, it will is seen that the composition
of the analytical first integrals (31), (32) gives the first integral
of the (potentially separated) system (83), (84).

B. Complete list of invariant relations

At the beginning we compare the third order system (80)–
(82) to the nonautonomous second order system

dw3

dα
=

cos(β2 + γ) sin α cosα− w2
1 cos α/ sin α

−w3 + b sinα
,

dw1

dα
=

w1w3 cos α/ sin α

−w3 + b sin α
.

(86)

Let rewrite the system (86) on algebraic form using the
substitutionτ = sinα

dw3

dτ
=

cos(β2 + γ)τ − w2
1/τ

−w3 + bτ
,

dw1

dτ
=

w1w3/τ

−w3 + bτ
.

(87)

Later on, if we introduce the uniform variables by the
formulas

w1 = u1τ, w3 = u2τ, (88)

we shall reduce the system (87) to the following form:

τ
du2

dτ
+ u2 =

cos(β2 + γ)− u2
1

−u2 + b
,

τ
du1

dτ
+ u1 =

u1u2

−u2 + b
,

(89)

that is equivalent to

τ
du2

dτ
=

cos(β2 + γ)− u2
1 + u2

2 − bu2

−u2 + b
,

τ
du1

dτ
=

2u1u2 − bu1

−u2 + b
.

(90)

Let compare the second order system (90) to the nonau-
tonomous first order equation

du2

du1
=

cos(β2 + γ)− u2
1 + u2

2 − bu2

2u1u2 − bu1
, (91)

which is reduced uncomplicated to the complete differential:

d

(
u2

2 + u2
1 − bu2 + cos(β2 + γ)

u1

)
= 0. (92)
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And so, the equation (91) has the following first integral:

u2
2 + u2

1 − bu2 + cos(β2 + γ)
u1

= C1 = const, (93)

which in former variables is looked like

w2
3 + w2

1 − bw3 sin α + cos(β2 + γ) sin2 α

w1 sin α
= C1 = const.

(94)
Remark 8.1. Let consider the system (80)–(82) with zero

mean variable dissipation which becomes the conservative for
b = 0:

α′ = −w3,

w′3 = cos(β2 + γ) sin α cosα− w2
1

cosα

sin α
,

w′1 = w1w3
cosα

sin α
.

(95)

It has two the analytical first integrals of the forms

w2
3 + w2

1 + cos(β2 + γ) sin2 α = C∗1 = const, (96)

w1 sin α = C∗2 = const. (97)

It is obviously that the ratio of two the first integrals (96), (97)
is also the first integral of the system (95). But forb 6= 0 each
of functions

w2
3 + w2

1 − bw3 sinα + cos(β2 + γ) sin2 α (98)

and (97) are not the first integrals of the system (80)–(82)
separately. However, the ratio of the functions (98), (97) is
the first integral of the system (80)–(82) for anyb.

Later on, let find the evident form of the additional first
integral of the third order system (80)–(82). At the beginning
for this we shall transform the invariant relation (93) foru1 6=
0 as follows:
(

u2 − b

2

)2

+
(

u1 − C1

2

)2

=
b2 + C2

1

4
− cos(β2 +γ). (99)

As is seen, the parameters of given invariant relation should
satisfy the condition

b2 + C2
1 − 4 cos(β2 + γ) ≥ 0, (100)

and the phase space of the system (80)–(82) is stratified on
the family of the surfaces which is assigned by the equality
(99).

Thus, by virtue of the relation (93) the first equation of the
system (90) has the form

τ
du2

dτ
=

2(cos(β2 + γ)− bu2 + u2
2)− C1U1(C1, u2)

−u2 + b
,

(101)
where

U1(C1, u2) =
1
2
{C1 ±

√
C2

1 − 4(u2
2 − bu2 + cos(β2 + γ))},

(102)
herewith, the constant of the integrationC1 is chosen from the
condition (100).

Therefore, the quadrature for the search of the additional
first integral of the system (80)–(82) has the form (q1 =
cos(β2 + γ)− bu2 + u2

2)
∫

dτ

τ
=

=
∫

(b− u2)du2

2q1 − C1{C1 ±
√

C2
1 − 4q1}/2

. (103)

The left-hand side (accurate to the additive constant), obvi-
ously, is equal to

ln | sin α|. (104)

If

u2 − b

2
= p1, b2

1 = b2 + C2
1 − 4 cos(β2 + γ), (105)

then the right-hand side of the equality (103) has the form

−1
4

∫
d(b2

1 − 4p2
1)

(b2
1 − 4p2

1)± C1

√
b2
1 − 4p2

1

−

−b

∫
dp1

(b2
1 − 4p2

1)± C1

√
b2
1 − 4p2

1

=

= −1
2

ln

∣∣∣∣∣

√
b2
1 − 4p2

1

C1
± 1

∣∣∣∣∣±
b

2
I1, (106)

where

I1 =
∫

dp3√
b2
1 − p2

3(p3 ± C1)
, p3 =

√
b2
1 − 4p2

1. (107)

Threecases are possible for the calculation of the integral
(107).

I. b > 2.

I1 = − 1
2
√

b2 − 4
ln

∣∣∣∣∣

√
b2 − 4 +

√
b2
1 − p2

3

p3 ± C1
± C1√

b2 − 4

∣∣∣∣∣ +

+
1

2
√

b2 − 4
ln

∣∣∣∣∣

√
b2 − 4−

√
b2
1 − p2

3

p3 ± C1
∓ C1√

b2 − 4

∣∣∣∣∣ + const.

(108)
II. b < 2.

I1 =
1√

4− b2
arcsin

±C1p3 + b2
1

b1(p3 ± C1)
+ const. (109)

III. b = 2.

I1 = ∓
√

b2
1 − p2

3

C1(p3 ± C1)
+ const. (110)

Whenwe return to the variable

p1 =
w3

sin α
− b

2
, (111)

we shall have the final form for the valueI1:
I. b > 2.

I1 = − 1
2
√

b2 − 4
ln

∣∣∣∣∣

√
b2 − 4± 2p1√
b2
1 − 4p2

1 ± C1

± C1√
b2 − 4

∣∣∣∣∣ +

+
1

2
√

b2 − 4
ln

∣∣∣∣∣

√
b2 − 4∓ 2p1√
b2
1 − 4p2

1 ± C1

∓ C1√
b2 − 4

∣∣∣∣∣+const. (112)

II. b < 2.

I1 =
1√

4− b2
arcsin

±C1

√
b2
1 − 4p2

1 + b2
1

b1(
√

b2
1 − 4p2

1 ± C1)
+ const. (113)

III. b = 2.

I1 = ∓ 2p1

C1(
√

b2
1 − 4p2

1 ± C1)
+ const. (114)
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So, the additional first integral was found right before for
the third order system (80)–(82) i.e. it was presented the com-
plete tuple of the first integrals which are the transcendental
functions of its own phase variables.

Remark 8.2. It is necessary to substitute formally the
left-hand side of the first integral (93) instead ofC1 in the
expression of the found first integral.

Then the obtained additional first integral has the following
structural form (which is similar to the transcendental first
integral from the planeparallel dynamics):

ln | sin α|+ G2

(
sin α,

w3

sin α
,

w1

sinα

)
= C2 = const. (115)

Thus, there are already found two the independent first
integrals for the integration of the sixth order system (80)–
(85). And now, under the acceptance of the discourses type
systemI (see above, when as we were ”do not notice” the
existence of two analytical first integrals (31), (32)), and for
its complete integrability it is sufficient to find one first integral
for (separated potentially) system (83), (84), and also the
additional first integral which ”connects” the equation (85).

After the change of the variables

w∗ = w3 sin(γ + β2) + w4 cos(γ + β2),
w∗∗ = w1 sin(γ + β2)− w2 cos(γ + β2)

(116)

the system (83), (84) can be reduced to the form

dw∗
dβ1

= −w∗∗,

dw∗∗
dβ1

= w∗,
(117)

which expects the existence of the analytical first integral:

w2
∗ + w2

∗∗ = C3 = const. (118)

Let ask the question: how is related the obtained right now
first integral (118) with the analytical first integrals of the
forms (31), (32)?

Really, two discourses types (Iand II, see above) corre-
spond to two following alternatives. For the complete integra-
tion of the sixth order system (25)–(30):

1) Either we find five the independent first integrals of the
sixth order system (25)–(30);

2) Or we transform the sixth order system (25)–(30) such
as there are stand out the independent subsystems else more
low order.

So, for instance, since after observation of such coordinates
asw∗, w∗∗ the stratification of the system vector field is occur
such as the independent second order subsystem is formed
(117), it needs to find four the independent first integrals
instead of five ones (three — for the integration of the fourth
order system (80)–(82), (85) and one — for the integration of
the separated second order system (117)).

And now, finally, let rewrite the forms of the analytical first
integrals (31), (32) in new variables as follows:

w∗∗ cos β1 − w∗ sin β1 = W ′′
1 = const, (119)

w∗∗ sin β1 + w∗ cosβ1 = W ′′
2 = const. (120)

Obviously, that the analytical first integrals (119), (120) in-
volve the founded analytical first integral (118) (it is sufficient
for this to add the squares of the left-hand side of the equalities
(119), (120)).

Later on, finally, for the integration of the fourth order
system (80)–(82), (85) two independent the first integrals have
already founded. And for the complete its integrability it is
sufficient to find one more (additional) the first integral which
”joining” the equation (85).

Since

du1

dτ
=

u1(2u2 − b)
(b− u2)τ

,
dβ1

dτ
=

u1

(b− u2)τ
, (121)

then
du1

dβ1
= 2u2 − b. (122)

Obviously, foru1 6= 0 the equality

u2 =
1
2


b±

√
b2
1 − 4

(
u1 − C1

2

)2

 ,

b2
1 = b2 + C2

1 − 4 cos(β2 + γ), (123)

is fulfilled, then the integration of the following quadrature:

β1 + const= ±
∫

du1√
b2
1 − 4

(
u1 − C1

2

)2
(124)

will bring to the invariant relation

2(β1 + C4) = ± arcsin
2u1 − C1√

b2 + C2
1 − 4 cos(β2 + γ)

, (125)

C4 = const.

In other words, the equation

sin[2(β1 + C4)] = ± 2u1 − C1√
b2 + C2

1 − 4 cos(β2 + γ)
(126)

is fulfilled, or, under the transition to the old variables

sin[2(β1+C4)] = ± 2w1 − C1 sinα√
b2 + C2

1 − 4 cos(β2 + γ) sin α
. (127)

In principle, it makes possible to stop on the latter equality
to achieve the additional invariant relation ”connecting” the
equation (85), if we add to this equality that it is necessary to
substitute formally the left-hand side of the first integral (93)
instead ofC1 in the latter expression.

But we shall make the certain transformations which reduce
to the obtaining of the following evident form of the additional
first integral (herewith, the equality (93) is used):

tg2[2(β1 + C4)] =
(u2

1 − u2
2 + bu2 − cos(β2 + γ))2

u2
1(4u2

2 − 4bu2 + b2)
. (128)

Returningto the old coordinates, we shall obtain the addi-
tional invariant relation as the form

tg2[2(β1 + C4)] =

=
(w2

1 − w2
3 + bw3 sin α− cos(β2 + γ) sin2 α)2

w2
1(4w2

3 − 4bw3 sin α + b2 sin2 α)
, (129)
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or finally

−β1 ± 1
2

arctg
w2

1 − w2
3 + bw3 sin α− cos(β2 + γ) sin2 α

w1(2w3 − b sin α)
=

(130)

= C4 = const.

And so, the system of dynamic equations (4)–(7), (10)–
(15) under the condition (64) has eight invariant relations
in considered case: there exist the analytical nonintegrable
constraints (20), the cyclic first integrals (18), (19), the first
integral (94) and also there exists the first integral expressed by
the relations (108)–(115) which is the transcendental function
of its phase variables (in sense of complex analysis also) and
expresses in terms of finite combination of the elementary
functions, and finally the transcendent first integral (130)
((129)) and analytical first integral (118).

Theorem 8.1. The system (4)–(7), (10)–(15) under the
conditions (20), (64), (19) possesses eight invariant relations
(the complete tuple), three of which are the transcendental
functions from the complex analysis view of point. Herewith,
all the relations express in terms of the finite combination of
the elementary functions.

C. Topological analogies

Let consider the following third order system of the equa-
tions:

ξ̈ + b∗ξ̇ cos ξ + R3 sin ξ cos ξ − η̇1
2 sin ξ

cos ξ
= 0,

η̈1 + b∗η̇1 cos ξ + ξ̇η̇1
1 + cos2 ξ

cos ξ sin ξ
= 0, b∗ > 0,

(131)

describing the fixed spherical pendulum which is placed in a
flow of the filling medium under the absence of the depen-
dence of the moment of the forces on the angular velocity,
i.e. the mechanical system in the nonconservative field of the
forces. In general, the order of such system should be equal
to 4, but the phase variableη1 is the cyclic, that reduces to
the stratification of the phase space and the deflation.

Its phase space is the tangent stratification

TS2{ξ̇, η̇1, ξ, η1} (132)

to two-dimensional sphereS2{ξ, η1}, herewith, the equation
of the big circles

η̇1 ≡ 0 (133)

assigns the family of the integral manifolds.
It is not difficult to make sure that the system (131) is equiv-

alent to the dynamic system with the zero mean variable dis-
sipation on the tangent stratification (132) to two-dimensional
sphere. Moreover, the following theorem is equitable.

Theorem 8.2. The system (4)–(7), (10)–(15) under the
conditions (20), (138), (19) is equivalent to the dynamic system
(131).

Really, it is sufficient to acceptα = ξ, β1 = η1, b =
−b∗, R3 = cos(γ + β2).

VI. CASE OF THE DEPENDENCE OF THE MOMENT OF THE

NONCONSERVATIVE FORCES ON THE ANGULAR VELOCITY

A. Introduction on the dependence on the angular velocity

This section is devoted to dynamics of four-dimensional
rigid body on the four-dimensional space. But since this
section is devoted to the study of the case of the motion
under the presence of the dependence of the moment of forces
on the angular velocity tensor, we introduce such dependence
from more general positions. Additionally, the given point of
view helps us to introduce this dependence and for many-
dimensional ones.

Let x = (x1N , x2N , x3N , x4N ) are the coordinates of
the point N of the action of the nonconservative force
(of a medium interaction) to two-dimensional disk,Q =
(Q1, Q2, Q3, Q4) are the components not depending on the
angular velocity tensor. We shall introduce the dependence of
the functions(x1N , x2N , x3N , x4N ) on the angular velocity
tensor by the linear form only since given introduction itself
is not obvious a priori.

And so, let accept the following dependence:

x = Q + R, (134)

whereR = (R1, R2, R3, R4) is the vector-function containing
the components of angular velocity tensor. Herewith, the
dependence of the functionR on the angular velocity tensor
is gyroscopic:

R =




R1

R2

R3

R4




=

= −1
v




0 −ω6 ω5 −ω3

ω6 0 −ω4 ω2

−ω5 ω4 0 −ω1

ω3 −ω2 ω1 0







h1

h2

h3

h4




. (135)

Here (h1, h2, h3, h4) are the certain positive parameters.
And now, with the reference to our problem, sincex1N ≡

x2N ≡ 0, then

x3N = Q3− h1

v
(ω4−ω5), x4N = Q4− h1

v
(ω3−ω2). (136)

B. Reduced system

Similarly to the choice of the Chaplygin analytical functions

Q3 = A sin α cos β1, Q4 = A sin α sin β1, A > 0, (137)

we shall accept the dynamic functionss, x3N andx4N as the
following form:

s(α) = B cosα, B > 0, h = h1 > 0, v 6= 0, h = h2 > 0,

x3N

(
α, β1, β2,

Ω
v

)
= A sin α cos β1 − h

v
(ω4 − ω5), (138)

x4N

(
α, β1, β2,

Ω
v

)
= A sin α sin β1 − h

v
(ω3 − ω2),
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which convinces us that the additional dependence of the
damping moment of the nonconservative forces (and the
dispersing one in some domains of the phase space) is also
present in considered system (i.e. the dependence of the
moment on the angular velocity tensor is present). Moreover,
h1 = h2, h3 = h4 by virtue of the dynamical symmetry (17)
of the body.

Later on, let accept the system of discoursesI which takes
into account and the system of discoursesII (see above).

We shall arouse to introduce the following variables in this
section:

u1 = ω2 − ω3,

u2 = ω4 − ω5,

u3 = ω2 cos β2 − ω3 sin β2,

u4 = ω4 cos β2 − ω5 sin β2.

(139)

Really, the assigned coordinates are defined correctly for

cos β2 6= sin β2, (140)

and Jacobian of the mapping is equal to

− 1
(cos β2 − sinβ2)2

, (141)

herewith, the inverse transformation is assigned as follows:

ω2 =
u3 − u1 sin β2

cos β2 − sin β2
,

ω3 =
u3 − u1 cosβ2

cos β2 − sin β2
,

ω4 =
u4 − u2 sin β2

cos β2 − sin β2
,

ω5 =
u4 − u2 cosβ2

cos β2 − sin β2
,

(142)

and the particular case

cos β2 = sin β2, (143)

which simplifies the dynamic equations can be considered
separately.

Then the equations (33)–(38) under the condition (138)
outside of and only outside of the manifold

O3 =
{

(α, β1, ω2, ω3, ω4, ω5) ∈ R6 : α =
π

2
+ πk, k ∈ Z

}

(144)
transform to the following equations:

α̇− u3 sin β1 + u4 cos β1−
−σn2

0v sin α + σH ′
1[−u1 sin β1 + u2 cos β1] = 0, (145)

β̇1 sin α− cos α[u3 cos β1 + u4 sin β1]−
−σH ′

1 cos α[u1 cos β1 + u2 sin β1] = 0, (146)

u̇1 = −n2
0v

2r1 sin α cosα sin β1− Bvh

I1 + I3
r1u1 cos α, (147)

u̇2 = n2
0v

2r1 sinα cos α cosβ1 − Bvh

I1 + I3
r1u2 cos α, (148)

u̇3 = −n2
0v

2 sin α cos α sin β1 cos(γ + β2)−

− Bvh

I1 + I3
u1 cosα cos(γ + β2), (149)

u̇4 = n2
0v

2 sin α cosα cos β1 cos(γ + β2)−

− Bvh

I1 + I3
u2 cosα cos(γ + β2), (150)

where

r1 = cos γ−sin γ 6= 0, n2
0 =

AB

I1 + I3
, H ′

1 =
Bh

I1 + I3
. (151)

We note that the particular case

cos γ = sin γ (r1 = 0), (152)

which simplifies the dynamic equations can also be considered
separately (similarly the case (143)).

Let introduce the following phase variables by the formulas:

v1 = −u1 sin β1 + u2 cos β1,

v2 = u1 cos β1 + u2 sin β1,

v3 = −u3 sin β1 + u4 cos β1,

v4 = u3 cos β1 + u4 sin β1.

(153)

then outside of and only outside of the manifold

O4 =
{
(α, β1, u1, u2, u3, u4) ∈ R6 : β1 = πk, k ∈ Z

}
(154)

the system (145)–(150) has the form

α̇ = −v3 − bH1v1 + b sin α, (155)

β̇1 = [v4 + bH1v2]
cosα

sin α
, (156)

v̇1 = n2
0v

2r1 sinα cos α−
−H ′

1vr1v1 cos α− v2 · [v4 + bH1v2]
cos α

sin α
, (157)

v̇2 = −H ′
1vr1v2 cosα + v1 · [v4 + bH1v2]

cosα

sin α
, (158)

v̇3 = n2
0v

2 sin α cosα cos(γ + β2)−
−H ′

1vv1 cosα cos(γ + β2)− v4 · [v4 + bH1v2]
cos α

sinα
, (159)

v̇4 = −H ′
1vv2 cosα cos(γ + β2)+

+v3 · [v4 + bH1v2]
cos α

sin α
, (160)

wherewe introduce as before the dimensionless parameters as
follows:

n2
0 =

AB

I1 + I3
, b = σn0, [b] = 1,

H1 =
H ′

1

n0
=

Bh

(I1 + I3)n0
, [H1] = 1. (161)

Let also introduce one more auxiliary change of the part of
the phase variables, as follows:

s1 = v3 + bH1v1, s2 = v4 + bH1v2. (162)

Then the investigated system (155)–(160) after the introduc-
tion of dimensionless variables and differentiability

vk 7→ n0vvk, k = 1, . . . , 4, < · >= n0v <′>, (163)

will rewrite as the form

α′ = −s1 + b sinα, (164)
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β′1 = s2
cos α

sin α
, (165)

s′1 = R1 sin α cos α− s2
2

cos α

sinα
−R1H1v1 cosα, (166)

s′2 = s1s2
cosα

sin α
−R1H1v2 cos α, (167)

v′1 = R2 sin α cosα− s2v2
cosα

sin α
−H1R2v1 cosα, (168)

v′2 = s2v1
cos α

sin α
−H1R2v2 cosα, (169)

where

R1 = bH1(cos γ − sin γ) + cos(γ + β2),

R2 = r1 = cos γ − sin γ. (170)

Obviously, that forH1 = 0 formally the independent fourth
order subsystem (164)–(167) stands out in the system (164)–
(169) on the tangent stratificationTS2 to two-dimensional
sphereS2{0 < α < π, 0 ≤ β1 < 2π}, in which, in turn, it
can be stand out the independent third order subsystem (164),
(166), (167) on its own three-dimensional phase manifold.

But, in principle, it is just understood, since forH1 = 0
we are under the conditions of absence of moment of the
forces on the angular velocity tensor (see previous section and
the system (80)–(82), (85)). The latter fact allows to integrate
completely similarly the considered fourth order system (164)–
(167), but signifies, and the considered sixth order system
(164)–(169), since there exist two independent analytical first
integrals (31), (32) or (119), (120) (see above on two systems
of discoursesI and II ).

And in the given case it is great for us thatH1 6= 0.
Therefore, we transform the having analytical first integrals
(31), (32) or (119), (120). We have the evident type of its in
the different variables:

u3 − u1 sinβ2

cosβ − 2− sin β2
sin γ − u3 − u1 cosβ2

cos β − 2− sin β2
cos γ =

= W ′
1 = const, (171)

u4 − u2 sinβ2

cosβ − 2− sin β2
sin γ − u4 − u2 cosβ2

cos β − 2− sin β2
cos γ =

= W ′
2 = const. (172)

If we consider the case (20) (i.e., in particular, when the
valueβ2 is the identical constant along the phase trajectories),
then the following analytical functions are constant on the
phase trajectories of the considered system:

u3(sin γ − cos γ) + u1 cos(γ + β2) = W 0
1 = const, (173)

u4(sin γ − cos γ) + u2 cos(γ + β2) = W 0
2 = const. (174)

In another variables the latter two invariant relations have
the forms

(v2 cos β1 − v1 sin β1) cos(γ + β2)+

+(v4 cos β1−v3 sin β1)(sin γ−cos γ) = W 0
1 = const, (175)

(v2 sin β1 + v1 cos β1) cos(γ + β2)+

+(v4 sin β1+v3 cos β1)(sin γ−cos γ) = W 0
2 = const, (176)

or
R1v2 cosβ1 −R1v1 sin β1+

+R2[s1 sin β1 − s2 cosβ1] = W 0
1 = const, (177)

R1v2 sin β1 + R1v1 cosβ1−
−R2[s1 cosβ1 + s2 sinβ1] = W 0

2 = const, (178)

where

R1 = cos(γ + β2) + bH1(cos γ − sin γ),

R2 = cos γ − sin γ (179)

as before.
Later on, let express from the relations (177), (178) the

valuesv1, v2. We have:

v2R1 = R2s2 + ψ1(β1,W
0
1 ,W 0

2 ), (180)

v1R1 = R2s1 + ψ2(β1,W
0
1 ,W 0

2 ), (181)

where

ψ1(β1,W
0
1 ,W 0

2 ) = W 0
1 cosβ1 + W 0

2 sinβ1,

ψ2(β1,W
0
1 ,W 0

2 ) = W 0
2 cosβ1 −W 0

1 sinβ1.
(182)

Then the system (164)–(167) has the form of the indepen-
dent fourth order system:

α′ = −s1 + b sinα, (183)

s′1 = R1 sin α cosα− s2
2

cos α

sin α
−

−R2H1s1 cos α−H1ψ2(β1, W
0
1 ,W 0

2 ) cos α, (184)

s′2 = s1s2
cos α

sin α
−

−R2H1s2 cos α−H1ψ1(β1, W
0
1 ,W 0

2 ) cos α, (185)

β′1 = s2
cosα

sin α
. (186)

The system (183)–(186) can be considered as the system
(164)–(167) which is reduced to the levels(W 0

1 ,W 0
2 ) of the

analytical first integrals (177), (178).
Obviously, that

ψ1(β1, 0, 0) ≡ ψ2(β1, 0, 0) ≡ 0. (187)

Therefore, we shall consider the system (183)–(186) on the
zero levels of the analytical first integrals (177), (178):

W 0
1 = W 0

2 = 0, (188)

which has the form

α′ = −s1 + b sinα, (189)

s′1 = R1 sin α cos α− s2
2

cos α

sinα
−R2H1s1 cosα, (190)

s′2 = s1s2
cosα

sin α
−R2H1s2 cos α, (191)

β′1 = s2
cosα

sin α
. (192)

The given system can be considered on the tangent stratifica-
tion TS2 to two-dimensional sphereS2{0 < α < π, 0 ≤ β1 <
2π}, in which, in turn, it can be stand out the independent third
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order subsystem (189)–(191) on its own three-dimensional
phase manifold.

And so, for the integration of the sixth order system at the
beginning we used the system of discoursesI (see above),
when we did not yet take into account the existence of two
independent analytical first integrals of the forms (31), (32).
In consequence we have limited (reduced) the considered
sixth order system on the levels (in consequence zero) of the
assigned first integrals, i.e. the system of discoursesII was
used (see above).

C. Complete list of invariant relations

At the beginning we compare the third order system (189)–
(191) to the nonautonomous second order system

ds1

dα
=

R1 sin α cos α− s2
2 cosα/ sin α−R2H1s1 cos α

−s1 + b sin α
,

ds2

dα
=

s1s2 cos α/ sin α−R2H1s2 cosα

−s1 + b sinα
.

(193)
Let rewrite the system (193) on algebraic form using the

substitutionτ = sin α

ds1

dτ
=

R1τ − s2
2/τ −R2H1s1

−s1 + bτ
,

ds2

dτ
=

s1s2/τ −R2H1s2

−s1 + bτ
.

(194)

Later on, if we introduce the uniform variables by the
formulas

s1 = t1τ, s2 = t2τ, (195)

we shall reduce the system (194) to the following form:

τ
dt1
dτ

+ t1 =
R1 − t22 −R2H1t1

−t1 + b
,

τ
dt2
dτ

+ t2 =
t1t2 −R2H1t2

−t1 + b
,

(196)

that is equivalent to

τ
dt1
dτ

=
t21 − t22 − (b + R2H1)t1 + R1

−t1 + b
,

τ
dt2
dτ

=
2t1t2 − (b + R2H1)t2

−t1 + b
.

(197)

Let compare the second order system (197) to the nonau-
tonomous first order equation

dt1
dt2

=
t21 − t22 − (b + R2H1)t1 + R1

2t1t2 − (b + R2H1)t2
, (198)

which is reduced uncomplicated to the complete differential:

d

(
t21 + t22 − (b + R2H1)t1 + R1

t2

)
= 0. (199)

And so, the equation (198) has the following first integral:

t21 + t22 − (b + R2H1)t1 + R1

t2
= C1 = const, (200)

which in former variables is looked like

s2
1 + s2

2 − (b + R2H1)s1 sin α + R1 sin2 α

s2 sin α
= C1 = const.

(201)

Remark 8.3.Let consider the system (189)–(191) with zero
mean variable dissipation which becomes the conservative for
b = R2H1:

α′ = −s1 + b sinα,

s′1 = R1 sin α cosα− s2
2

cos α

sin α
− bs1 cosα,

s′2 = s1s2
cosα

sin α
− bs2 cos α.

(202)

It has two the analytical first integrals of the forms

s2
1 + s2

2 − 2bs1 sin α + R1 sin2 α = C∗1 = const, (203)

s2 sin α = C∗2 = const. (204)

It is obviously that the ratio of two the first integrals (203),
(204) is also the first integral of the system (202). But for
b 6= R2H1 each of functions

s2
1 + s2

2 − (b + R2H1)s1 sinα + R1 sin2 α (205)

and (204) are not the first integrals of the system (189)–(191)
separately. However, the ratio of the functions (205), (204) is
the first integral of the system (189)–(191) for anyb, R2H1.

Later on, let find the evident form of the additional first
integral of the third order system (189)–(191). At the begin-
ning for this we shall transform the invariant relation (200)
for u1 6= 0 as follows:

(
t1 − b + R2H1

2

)2

+
(

t2 − C1

2

)2

=

=
(b + R2H1)2 + C2

1 − 4R1

4
. (206)

As is seen, the parameters of given invariant relation should
satisfy the condition

(b + R2H1)2 + C2
1 − 4R1 ≥ 0, (207)

and the phase space of the system (189)–(191) is stratified on
the family of the surfaces which is assigned by the equality
(206).

Thus, by virtue of the relation (200) the first equation of
the system (197) has the form

τ
dt1
dτ

=
2t21 − 2(b + R2H1)t1 + 2R1 − C1U1(C1, t1)

b− t1
,

(208)
where

U1(C1, t1) =
1
2
{C1 ± U2(C1, t1)}, (209)

U2(C1, t1) =
√

C2
1 − 4(R1 − (b + R2H1)t1 + t21),

herewith, the constant of the integrationC1 is chosen from the
condition (207).

Therefore, the quadrature for the search of the additional
first integral of the system (189)–(191) has the form

∫
dτ

τ
=

=
∫

(b− t1)dt1
2(R1 − (b + R2H1)t1 + t21)− C1{C1 ± U2(C1, t1)}/2

.

(210)
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The left-hand side (accurate to the additive constant), obvi-
ously, is equal to

ln | sin α|. (211)

If

t1− b + R2H1

2
= w1, b2

1 = (b+R2H1)2 +C2
1 −4R1, (212)

then the right-hand side of the equality (210) has the form

−1
4

∫
d(b2

1 − 4w2
1)

(b2
1 − 4w2

1)± C1

√
b2
1 − 4w2

1

−

−(b + R2H1)
∫

dw1

(b2
1 − 4w2

1)± C1

√
b2
1 − 4w2

1

=

= −1
2

ln

∣∣∣∣∣

√
b2
1 − 4w2

1

C1
± 1

∣∣∣∣∣±
b + R2H1

2
I1, (213)

where

I1 =
∫

dw3√
b2
1 − w2

3(w3 ± C1)
, w3 =

√
b2
1 − 4w2

1. (214)

Threecases are possible for the calculation of the integral
(214).

I. (b + R2H1)2 − 4R1 > 0.

I1 = − 1
2W1

×

× ln

∣∣∣∣∣
W1 +

√
b2
1 − w2

3

w3 ± C1
± C1

W1

∣∣∣∣∣ +

+
1

2W1
ln

∣∣∣∣∣
W1 −

√
b2
1 − w2

3

w3 ± C1
∓ C1

W1

∣∣∣∣∣ + (215)

+const,

W1 =
√

(b + R2H1)2 − 4R1.

II. (b + R2H1)2 − 4R1 < 0.

I1 =
1√

4R1 − (b + R2H1)2
arcsin

±C1w3 + b2
1

b1(w3 ± C1)
+ const.

(216)
III. (b + R2H1)2 − 4R1 = 0.

I1 = ∓
√

b2
1 − w2

3

C1(w3 ± C1)
+ const. (217)

Whenwe return to the variable

w1 =
s1

sin α
− b + R2H1

2
, (218)

we shall have the final form for the valueI1:
I. (b + R2H1)2 − 4R1 > 0.

I1 =

= − 1
2W1

ln

∣∣∣∣∣
W1 ± 2w1√

b2
1 − 4w2

1 ± C1

± C1

W1

∣∣∣∣∣ +

+
1

2W1
ln

∣∣∣∣∣
W1 ∓ 2w1√

b2
1 − 4w2

1 ± C1

∓ C1

W1

∣∣∣∣∣ + (219)

+const.

II. (b + R2H1)2 − 4R1 < 0.

I1 =
1√

4R1 − (b + R2H1)2
×

× arcsin
±C1

√
b2
1 − 4w2

1 + b2
1

b1(
√

b2
1 − 4w2

1 ± C1)
+ const. (220)

III. (b + R2H1)2 − 4R1 = 0.

I1 = ∓ 2w1

C1(
√

b2
1 − 4w2

1 ± C1)
+ const. (221)

So, the additional first integral was found right before for
the third order system (189)–(191), i.e. it was presented the
complete tuple of the first integrals which are the transcen-
dental functions of its own phase variables.

Remark 8.4. It is necessary to substitute formally the left-
hand side of the first integral (200) instead ofC1 in the
expression of the found first integral.

Then the obtained additional first integral has the following
structural form (which is similar to the transcendental first
integral from the planeparallel dynamics):

ln | sin α|+ G2

(
sin α,

s1

sin α
,

s2

sin α

)
= C2 = const. (222)

Thus, there are already found two the independent first
integrals for the integration of the fourth order system (189)–
(192). And for the complete its integrability, as specified
above, it is sufficient to find the additional first integral which
”connects” the equation (192).

Since
dt2
dτ

=
2t1t2 − (b + R2H1)t2

(b− t1)τ
,

dβ1

dτ
=

t2
(b− t1)τ

, (223)

then
dt2
dβ1

= 2t1 − (b + R2H1). (224)

It is obvious that fort2 6= 0 the following equality is fulfilled

t1 =
1
2

(
(b + R2H1)±

√
b2
1 − (2t2 − C1)

2

)
, (225)

b2
1 = (b + R2H1)2 + C2

1 − 4R1,

then the integration of the following quadrature:

β1 + const= ±
∫

dt2√
b2
1 − (2t2 − C1)

2
(226)

will bring to the invariant relation

2(β1 + C3) =

= ± arcsin
2t1 − C1√

(b + R2H1)2 + C2
1 − 4R1

, C3 = const.

(227)
In other words, the equality

sin[2(β1 + C3)] = ± 2t2 − C1√
(b + R2H1)2 + C2

1 − 4R1

(228)

is fulfilled and under the transition to the old variables

sin[2(β1 + C3)] = ± 2s2 − C1 sinα√
(b + R2H1)2 + C2

1 − 4R1 sinα
.

(229)

Recent Advances in Mathematics, Statistics and Economics

ISBN: 978-1-61804-225-5 100



In principle, it makes possible to stop on the latter equality
to achieve the additional invariant relation ”connecting” the
equation (192), if we add to this equality that it is necessary
to substitute formally the left-hand side of the first integral
(200) instead ofC1 in the latter expression.

But we shall make the certain transformations which reduce
to the obtaining of the following evident form of the additional
first integral (herewith, the equality (200) is used):

tg2[2(β1 + C3)] =

=
(t22 − t21 + (b + R2H1)t1 −R1)2

t22(2t1 − (b + R2H1))2
. (230)

Returningto the old coordinates, we shall obtain the addi-
tional invariant relation as the form

tg2[2(β1 + C3)] =

=
(s2

2 − s2
1 + (b + R2H1)s1 sin α−R1 sin2 α)2

s2
2(2s1 − (b + R2H1) sin α)2

, (231)

or finally

−β1 ± 1
2
×

×arctg
s2
2 − s2

1 + (b + R2H1)s1 sin α−R1 sin2 α

s2(2s1 − (b + R2H1) sin α)
= (232)

= C3 = const.

And so, the system of dynamic equations (4)–(7), (10)–
(15) under the condition (138) has nine invariant relations in
considered case: there exist the analytical nonintegrable con-
straints (20), the cyclic first integrals (18), (19), the analytical
first integrals (31), (32), the first integral (201) and also there
exists the first integral expressed by the relations (215)–(222)
which is the transcendental function of its phase variables (in
sense of complex analysis also) and expresses in terms of
finite combination of the elementary functions, and finally the
transcendent first integral (232).

Theorem 8.3. The system (4)–(7), (10)–(15) under the
conditions (20), (138), (19), (188) possesses nine invariant
relations (the complete tuple), three of which are the tran-
scendental functions from the complex analysis view of point.
Herewith, all the relations express in terms of the finite
combination of the elementary functions.

We also note that in the similar theorem 8.1 of this section
the question is on the complete tuple of the first integrals
which consisting on eight the first integrals, although there
are exist all nine the first integrals. But at proof of theorem
8.1 the system of discoursesI is used (se above) which implies
the introduction of such phase coordinates (in particular,
wk, k = 1, . . . , 4), in which the system vector field allows the
additional stratifications. Herewith, the analytical first integrals
(31), (32) do not use directly, that is admit to dispense by the
less quantity of the first integrals.

And at proof of the theorem 8.3 the system of discourses
II is used (see above) which implies the reduction of inves-
tigated system on (zero) levels of the analytical first integrals
(31), (32). The latter fact takes into account in principal the
complete tuple of the having first integrals.

D. Topological analogies

Let consider the following third order system of the equa-
tions:

ξ̈ + (b∗ −H∗
1 )ξ̇ cos ξ + R3 sin ξ cos ξ − η̇1

2 sin ξ

cos ξ
+

+ H∗∗
1 [W 0

1 sin η1 −W 0
2 cos η1] = 0,

η̈1 + (b∗ −H∗
1 )η̇1 cos ξ + ξ̇η̇1

1 + cos2 ξ

cos ξ sin ξ
+

+ H∗∗
1 [W 0

1 cos η1 + W 0
2 sin η1] = 0, b∗ > 0, H∗∗

1 > 0,
(233)

describing the fixed spherical pendulum which is placed in a
flow of the filling medium under the presence of the depen-
dence of the moment of the forces on the angular velocity,
i.e. the mechanical system in the nonconservative field of the
forces. Unlike previous activities [1], [5], [6], the order of such
system is equal to 4 (but not 3) since the phase variableη1 is
not the cyclic, that does not reduce to the stratification of the
phase space and the deflation.

Its phase space is the tangent stratification

TS2{ξ̇, η̇1, ξ, η1} (234)

to two-dimensional sphereS2{ξ, η1}, herewith, the equation
of the big circles

η̇1 ≡ 0 (235)

assigns the family of the integral manifolds forW 0
1 = W 0

2 = 0
only.

It is not difficult to make sure that the system (233)
is equivalent to the dynamic system with the (zero mean)
variable dissipation on the tangent stratification (234) to two-
dimensional sphere. Moreover, the following theorem is equi-
table.

Theorem 8.4. The system (4)–(7), (10)–(15) under the
conditions (20), (138), (19) is equivalent to the dynamic system
(233).

Really, it is sufficient to acceptα = ξ, β1 = η1, b =
−b∗, H1 = H∗∗

1 , R2H1 = −H∗
1 , R1 − bR2H1 = R3.

VII. C ONCLUSION

In the previous studies of the author, the problems on the
motion of the four-dimensional solid were already considered
in a nonconservative force field in the presence of the follow-
ing force. This study opens a new cycle of works on integra-
tion of a multidimensional solid in the nonconservative field
because previously, as was already specified, we considered
only such motions of a solid when the field of external forces
was the potential.
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Abstract—Operator derivatives are determined as functors. 

Necessary optimality conditions with category interpretation are 
proved for abstract optimization control problems. Finite dimensional 
extremum problems and an optimization control problem for 
nonlinear parabolic equation with state constraints are considered as 
examples. 
 

Keywords—Category, control, differentiation functor, operator 
derivative, optimality conditions.  

I. INTRODUCTION 
PTIMIZATION control problems are solved by means of 
necessary conditions of optimality frequently. First order 

optimality conditions used the differentiation of the state 
functional (see, for example, the stationary condition, Euler 
equation, the variational inequality, the maximum principle, 
etc.). So the optimization control theory can be interpreted as 
an application of the differentiation theory. 

The differentiation is an operation of the local linearization 
[1]. The nonlinear phenomenon has become weakly apparent 
in a small enough set. Hence the regular enough nonlinear 
object can be approximated by a linear one. For example, the 
smooth curve can be approximated in a neighbourhood of a 
point by its tangent in this point. However the definition of the 
tangent uses the derivative of the function. We apply the 
differentiation whenever a nonlinear object is analyzed by 
means of its linear approximation. 

Note that the differentiation relates with the local structure 
of the object only. If functions (functionals, operators) are 
equal in a neighbourhood of a point, then it has the same 
derivatives in this point. So the derivative characterizes the 
local properties of the class of objects, but not a concrete 
object. These objects are equivalent in some way. This 
equivalence class is the germ of functions (functionals, 
operators) in this point [2]. Therefore there exists a natural 
relation between the differentiation and germs theory. 

The differentiation transforms the germ of operators to a 
linear operator, which is its derivative in the given point. This 
map can be interpreted as a functor. It transforms the category, 
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which has germs of operators as morphisms, to the category, 
which has linear operators as morphisms. So we can apply the 
categories theory [3] for the interpretation of the 
differentiation.  

The differentiation functor was defined in [4] without the 
germs theory. These results were used for the analysis of 
unconditional extremum problems there. The definition of the 
differentiation functor with using germs theory and its 
application to the extremum theory by means of the inverse 
function theorem where considered in [5]. We will define 
partial differentiation functors. Necessary optimality 
conditions with category interpretation will be proved for 
abstract optimization control problems with using implicit 
function theorem. Finite dimensional extremum problems and 
an optimization control problem for nonlinear elliptic equation 
with state constraints will be considered as examples. 

II. DIFFERENTIATION FUNCTOR  
AND ITS APPLICATION TO THE EXTREMUM THEORY  

We consider the set of pairs ( , ),X x  where Х is a Banach 
space, and х is a fixed point of X.  For all pairs ( , )X x  and 
( , )Y y  determine an operator :L X Y→  that is Frechet 
differentiable at the point x such that Lx y= . Two operators 
are equivalent if they coincide at a neighbourhood of the point 
х. The relevant equivalence class, namely the germ of the 
operator L at the point x, is denoted by xL . We determine the 

category Γ with Banach spaces with fixed points as the objects 
and the germs of differentiable operators as the morphisms.  

We now define a map D from Γ to the category Β of Banach 
spaces with linear continuous operators. For all object ( , )X x  

and the morphism xL  of the category Γ with the beginning 

( , )X x  and the end ( , )Y y  we determine  

( , ) ,D X x X= ( ).xDL L x′=  
This map is a functor. It is called the differentiation [4]; and 
the value Dψ at the germ ψ is called the derivative of the 
morphism ψ of the category Γ [5]. 

Determine a category Σ with Banach spaces with fixed 
points as the objects. Consider the germs of operators that are 
continuously differentiable at a neighbourhood of the fixed 
point and have invertible derivative at this point. Let it be the 
morphisms of Σ. Then Σ is the subcategory Σ of Γ; besides its 
morphisms are isomorphisms. 

Differentiation Functors and Category 
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There exists an application of these notions to the extremum 
theory. Let :A Y V→  be a state operator, where V and Y are 
Banach spaces. The state of a system is described by the 
equation ,Ay v=  where v is a control, and y is the state 
function. Suppose for all control v of V this equation has a 
unique solution y Lv=  from the space Y. Determine the state 
functional :I V →   by the equality ( ) ( ) ( ),I v J v K Lv= +  
where : ,  :J V K Y→ →   are given functional. We have 
the problem of the minimization of the functional I on the 
space V.  

If v is a point of the local minimum of the functional I on the 
space V, Jv and Ky are the morphisms of Γ, and Ay is the 
morphism of Σ, where ,y Lv= then 

1
( ) 0,v y yDJ H DA DK

−
+ =                                        

where H is the general cofunctor from Β to the sets category 
that is determined by the object   [4]. This result was 
extended to the problem of the minimization of a functional on 
the convex set [5]. However it was an optimization problem, 
where the control is an absolute term of the state equation 
only. Besides the state functional was the sum of the functional 
J and K there. We will consider the general case of the state 
equation and the functional. So we will determine partial 
differentiation functors.     

III. PARTIAL DIFFERENTIATION FUNCTORS  
AND ABSTRACT OPTIMIZATION CONTROL PROBLEM 

Consider a continuously differentiable operator 
:A V Y Z× →  and a functional :I V Y× →  , where V,Y,Z 

are Banach spaces. Suppose for all control v V∈  there exists 
a unique state y Lv=  from Y such that ( , ) 0.А v y =  We have 
the problem of the minimization for the functional  

( , )v I v Lv→  on the space V. 
Let ( , ),  ( , ),  ( , )V v Y y V Y w×  be objects of Γ, where 

( , ).w v y=  Then Аw is the morphism of Γ. Its derivative  DАw 

is the pair  ( )( ), ( ) ,v yА w А w  where ( )vА w  is the derivative of 

the map ( , )v А v y→  at the point v, and ( )yА w  is the 

derivative of ( , )y А v y→  at y. Denote by V Y⊕  the  
coproduct of the objects of the category Β. Its morphisms 

( ) : ,  ( ) :v yА w V Z А w Y Z→ →
 

determine a cocone.  Then 

( ),  ( ),V w v Y w yDA А w DA А wι ι= =  where Vι  and Yι  are the 

canonic inclusions of V and Y to .V Y⊕   
Suppose the beginning ( , )W w  of the morphism Аw of the 

category Γ is the coproduct ( , ) ( , ).V v Y y⊕  The values 

V wDAι  and Y wDAι  are called the partial derivatives V wD A  

and Y wD A  of  Аw . We have the equalities w V w Y wDA D A D A= ⊕  
and .w V w Y wDI D I D I= ⊕  Consider the pair ( , )F I A=  and 

the matrix ( )F w′  of its partial derivatives at the point w. It is 

the derivative DFw of the morphism Fw of Γ. But it is the 
morphism of the category Β with beginning V Y⊕  and   

,Z⊗  that is the product of the objects of Β.  
Return to our optimization control problem. It can be 

transformed to the problem of the minimization for the smooth 
functional S IQ=  on the space V, where ( ), ,Q E L=  and E 
is the unit operator on V. 

Theorem 1. Suppose v is a point of local minimum of the 
functional S on the space V,  Fw is the morphism of Γ, and  CLv 
is the morphism of Σ, where ( , ),w v Lv=  ( , ).Сy А v y=  Then 

( ) 0.w vD F Q =
                     

(1)
 

Proof. The derivative ( )yА w  is invertible. So the operator 

L is differentiable at the point v because of the implicit 
function theorem. Then Lv and Qv are morphisms of the 
category Γ. Therefore the functional S is differentiable; and 
necessary condition of local extremum ( ) 0S v′ =  is true. It can 

be transformed to the equality 0.vDS =  Then the operator 
R AQ=  is differentiable too. Using state equation, from the 
equality ( ) 0R v h Rvσ+ − =  for all number σ and ,h V∈ we 

get ( ) 0;R v′ =  so 0.vDR =  Then we obtain 

( ) ( ) ( ), , ,w v w w v w v w v v vF Q I A Q I Q A Q S R= = =  
because of the definition of the morphism Fw. So the equality 
(1) is true.  

We give some corollaries of Theorem 1. 
Corollary 1. Under the conditions of Theorem 1 we have 

the equality [ ]*
( , ) ( , ) ,v vI v y A v y р=

 
where y is the solution 

of the state equation ( , ) 0,А v y =  and p is the solution of the 

adjoint equation 
*

( , ) ( , ).y yA v y р I v y=    

Corollary 2. Let 0 1( , , ..., )nх x x x=  be a point of the local 

extremum of the function 0 0 ( )f f x=  under the equalities 
( ) 0,  1, 2, ..., ;if x i n= =  and all functions are continuously 

differentiable at a neighbourhood of the point х. Then its 
Jacobian, that is determined by the functions 0 1, , ..., nf f f  at 
the point x, is equal to zero.   Consider the minimization problem for the function 

0 0 ( )f f x=  under the equalities ( ) 0,  1, 2, ..., ,if x i n= =  
where 1( , ..., ).n rх x x +=  Suppose all functions are smooth 

enough. Fixe a vector 1( , ..., ),nα α α=  where 

{1, ..., },i n rα ∈ +
 

 i j i jα α≠ ∀ ≠ . Determine the matrixes 

1

1

1

0 0 0

1 1 1

( ) ... ( ) ( )

( ) ... ( ) ( )
( ) ,  1, 2, ..., ,

... ... ... ...
( ) ... ( ) ( )

n i

n i

i

n in n n

f x f x f x

f x f x f x
F x i r

f x f x f x

α α β

α α α β
β

α α β

∂ ∂ ∂

∂ ∂ ∂
= =

∂ ∂ ∂

 
 
 
 
 
 
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where {1, ..., },  i i jn rβ β β∈ + ≠
 
for all i j≠  and i jβ α≠  

for all i,j; ( )k mf x∂
 
is the derivative of the function 

 
fm with 

respect to xk at the point x. 
Corollary 3. If x is a point of the local extremum of the 

function f0 under the given constraints, then 

( ) 0,  1, 2, ..., .
i

F x i rα
β = =

 
We determine necessary conditions of the extremum without 

Lagrange multipliers. However these results can be 
transformed to the standard form.                                                       

IV. OPTIMIZATION CONTROL PROBLEMS WITH CONSTRAINTS 
Consider again a continuously differentiable operator 
:A V Y Z× →  and a functional :I V Y× →  , where V,Y,Z 

are Banach spaces. Let U be a convex closed subset of V. 
Suppose for all control v U∈  there exists a unique state 
y Lv=  from Y such that ( , ) 0.А v y =  We have the problem of 

the minimization for the functional ( , )v I v Lv→  on the set U. 
Theorem 2. Under the conditions of Theorem 1 suppose v is 

a point of a local minimum for the functional ( , )v I v Lv→  on 
the set U. Then v satisfies the variational inequalities 

( ) ( ) 0 ,  1, 2,i w v iD F Q u v u U iπ − ≥ ∀ ∈ =
                            

(2)
                             

  

where 1 2,  ,U U U V= =  1π  and 2π  are canonic projections.  
Proof. Let v be a point of a local minimum for the functional 

( , )v I v Lv→  on the set U. Then we have the inequality  
( , ) ( , ) 0 ,I L I v Lv Oθ θ θ− ≥ ∀ ∈  

where the subset O of U is a neighbourhood of the point v. Let 
u U∈  be fixed. Chose a positive number σ such that the 
inclusion ( )v u v Оσ+ − ∈  is true. Determine the control 

( ).v u vθ σ= + −  We get 

[ ]( )( ), ( ) ( , ) 0.I v u v L v u v I v Lvσ σ+ − + − − ≥
                  

(3) 

Let Ξ maps the morphism xLψ =  of Γ to the value Lx. So 
the derivative of the morphism satisfies the equality 

( ),x h x xL L DL h hη+Ξ = Ξ + +                                                    

where ( )( ) .h о hη =  Then we have 

( ),w h w V w V Y w Y II I D I h D I h hη+Ξ = Ξ + + +           

 ( ),w h w V w V Y w Y AA A D A h D A h hη+Ξ = Ξ + + +                           

where ( ) ( )( , ),  ( ) ,  ( ) .V Y I Ah h h h о h h о hη η= = =                                
Determine 

( ) [ ]( , ),  ( ), ,  ( ) .Y Yw v Lv h u v h h L v u v Lvσ σ= = − = + − −
 
 

Using implicit function theorem, we get
 

( )( ) ( ) ( ) ( ),Y vh L v u v DL u vσ η σ σ η σ′= − + = − +  

where ( ) ( ).оη σ σ=
 
Then we obtain 

1( ) ( ) ( ),w h w V w Y w vI I D I u v D I DL u vσ σ η σ+Ξ = Ξ + − + − +  

where 1( ) ( ).оη σ σ=  Devise the inequality (3) by σ and pass 
to the limit as 0.σ →  We have 

( ) ( ) 0 .V w Y w vD I u v D I DL u v u U− + − ≥ ∀ ∈  
It can be transform to 

( ) 0 .vDS u v u U− ≥ ∀ ∈                                                                                     
                                         

   We have also                                    

( )( ), ( , ) 0 .А v g L v g А v Lv g Vσ σ+ + − = ∀ ∈
 

So we get 
0 .V w Y w uD А g D А DL g g V+ = ∀ ∈                                   

It is equivalent to the inequality 
( ) ( ) 0 .V w Y w uD А u v D А DL u v u V− + − ≥ ∀ ∈  

Then  
( ) 0 .vDR u v u V− ≥ ∀ ∈                                                     

We have the equalities ( ) ( )1 2,  .w v v w v vF Q S F Q Rπ π= =  
Using last inequalities, we get (2).  

If ,U V=  then the variational inequality (2) can be 
transformed to the equality (1). 

Corollary 4. Under the conditions of Theorem 2 we have 
the variational inequality  

[ ]*
( , ) ( , ) , 0 ,v vI v y A v y р u v u U= − ≥ ∀ ∈

                      
(4)

 
where ,λ µ  is the value of the linear continuous functional  

λ at the point µ, y is the solution of the state equation 
( , ) 0,А v y =  and p is the solution of the adjoint equation 

*
( , ) ( , ).y yA v y р I v y=                                                        

(5) 

The state equation has a unique solution for our case. So 
there exists a bijection between the set of controls and the set 
of the state functions. So we have equivalence between 
controls and states. The single pair “control-state” was 
considered for solving systems described by singular systems 
[6,7]. We consider other case as an example. Let us have an 
optimization problem for a system with state constraints only. 
There exist difficulties for solving this problem by means of 
standard methods because we do not know how we can variate 
the control for saving state constraints. However we can 
rearrange the control and the state function. So we will use our 
results with state variation. 

Consider an example. Let Ω be an open bounded  
n-dimensional set. We have the equation 

z z z z g
ρ

′ − ∆ + =                                                              (6) 
in the set (0, ),Q T= Ω ×  where z′  is the derivative of z with 
respect to t, ρ is a positive constant for 2,n =  and  
0 2 / ( 2)nρ< ≤ −  for 2.n >  For all g from 2 ( )Y L Q=  
this equation has a unique solution z Mg=  from the space 

{ }1
2 00 20, ; ( ) ( ) ,  ( ),  0 ,tz z L T H L z L Q zρ

 
 ∞ =+ 

′∈ Ω ∩ Ω ∈ =  
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besides the operator M is ∗-weakly continuous (see [8], ch. VI, 
Theorem 1.1). We have 1

0 2( 1)( ) ( )H L ρ +Ω ⊂ Ω  because of 

Sobolev theorem. So we have 2 ( ).z L Q∆ ∈  Then the solution 
of our boundary problem is the point of the space 

( ){ }1
2 2 000, ; ( ) , ( ), ( ), 0 .tV z z L T H z L Q z L Q z =∞ ′= ∈ Ω ∈ ∆ ∈ =

   Let U be a convex closed subset of the space V. Consider the 
functional 

( )1
2 0 2

2 2

0, ; ( ) ( )

1
( , )

2 2
,

L T H L Q
I z g z g

χ
ζ

Ω
= − +  

where ( )1
02 0, ; ( )L T Hζ ∈ Ω   is a given function, 0,χ >  and 

the functions z and g satisfy the given equation. We have the 
problem of the minimization for the functional I under the 
condition .z U∈  Using standard technique (see, for example, 
[9]) we prove the solvability of this problem.  

Necessary conditions of optimality for nonlinear parabolic 
equations with state constraints are well known. It is systems 
with fixed final time [10-12], optimization problems with finite 
quantity of integral equalities and inequalities [13], pointwise 
constraints [14-16], and time optimal problem [17]. There 
exist a few results for the general state constraints. It uses 
regularization method [14] or Ekeland principle [18]. We will 
obtain standard variational inequality as necessary conditions 
of optimality by means of Corollary 4.  

Theorem 3. The optimal control is determined by the 
formula  

1 ,g рχ −= −                                                                           (7)               
where the function p is equal to zero on the boundary of the 
given set and for the final time; it satisfies the conditions   

1 ,z z z z рρ χ −′ − ∆ + = −                                                      (8) 

( 1) ,р р z p q
ρ

ρ′− − ∆ + + =                                               (9)                                               

( ) ( ) 0 .
Q

z q u z dQ u Uζ∆ − ∆ − − ≥ ∀ ∈∫                            (10)           

Proof. We use Corollary 4. Let the state function z of our 
system be a “control” v, and the control g be a “state function” 
y of the general problem. Determine the operator A by the 

formula ( , ) .A v y v v v v y
ρ

′= − ∆ + −  Then the operator 

Lv v v v vρ′= − ∆ +  is differentiable. So we can apply 
Theorem 2.    

We have 

( ) ( )( , ), ,
Q Q

I v y h v hdQ v hdQv ζ ζ= ∇ − ∇ ∇ = ∆ − ∆∫ ∫  

[ ] [ ]

( )
( )

*
( , ) , , ( , )

( 1)

( 1)

       

       

v v

Q

Q

A v y р h р A v y h

h h v h pdQ

p p v p hdQ

ρ
ρ

ρ
ρ

= =

′ − ∆ + + =

′− − ∆ + +

∫

∫

 

for all
 

h V∈  and for all smooth functions p that is equal to 
zero on the boundary of the given set and for the final time. 
Then the variational inequality (4) can be transformed to 

( ) ( )( 1) ( ) 0
Q

v p p v p u v dQ
ρ

ζ ρ′∆ − ∆ − − − ∆ + + − ≥ 
 ∫   

for all u U∈ . We have the equalities ( , ) ,yI v y yχ=
 

*
( , ) .yA v y р р= −    

Then we transform the adjoint 

equation (5) to 1 .y рχ −= −  So the equality (7) is true. 
Besides we get (8) because of the state equation (6). 
Determine the function q as the right side of the equality (9). 
Then the last variational inequality can be transformed to (10). 
This completes the proof of Theorem 3.  

We obtained necessary conditions of optimality in the 
standard form. It can be solved by means of iterative methods. 
However this system has peculiarities [7]. The state equation is 
applied for finding the state function as a rule, the adjoint 
function is determined from the adjoint equation, and the 
variational inequality is used for finding the control. But we 
have another algorithm. If the function q is known for the fixed 
iteration, then we find the state function z from the variational 
inequality (10). Then we determine the functions p and q from 
the equalities (8) and (9). Hence we do not solve the state 
equation and the adjoint one. It is interpreted as the formulas 
for finding the functions p and q. The control is determined by 
the formula (7). The general difficulty for the fixed iteration is 
solving of the variational inequality (10). However it is known 
numerical methods for finding the solutions of variational 
inequalities [19]. The analogical results can be obtained for 
other optimization control problems with state constraints, for 
example for elliptic equations [20]. 
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An efficient iterative method to calibrate the
Balloon model using fMRI measurements

Nafiseh Khoram, Rabia Djellouli, Taous-Meriem Laleg-Kirati and Chadia Zayane

Abstract—The goal of this study is to propose an efficient
numerical technique for calibrating the mathematical model
that describes single-event related brain response when fMRI
measurements are given. To this end, we have designed a solution
methodology that employs a regularized Newton method in
conjunction with a Kalman filtering procedure. We have applied
this method to estimate the biophysiological parameters of the
Balloon model that describes the hemodynamic brain responses.
Illustrative results obtained with both synthetic and real fMRI
measurements are presented.

Index Terms—Brain response, BOLD signal, fMRI, Balloon
model, Nonlinear Hemodynamical systems, Parameter estima-
tion, Newton method, Tikhonov regularization, Kalman filter,
Cubature points

I. INTRODUCTION

THE goal of this study is to analyze numerically an inverse
problem arising in the functional brain imaging. More

specifically, we consider the problem of calibrating the model
that describes single-event related brain response when fMRI
measurements are given. This problem can be formulated as
an inverse problem that falls in the category of parameter
identification of a dynamical system. We propose a regularized
Newton method equipped with a Kalman filtering procedure
to estimate these parameters from the knowledge of some
fMRI measurements. The Newton component of the proposed
algorithm addresses the nonlinear aspect of the problem. The
regularization feature is used to ensure the stability of the
algorithm. The Kalman filter is a de-noising procedure incor-
porated to address the noise in the data. We have employed
this method to estimate the biophysiological parameters of
the so-called Balloon model, which is a dynamical system
that describes the hemodynamic brain responses [1]. We
have conducted a numerical investigation using synthetic data
tainted with various noise levels to assess the performance of
the proposed method [2]. We present results to illustrate the
potential of the proposed solution methodology to accurately
and efficiently estimate the biophysiological parameters. These
results clearly indicate that the proposed method outperforms
the Cubature Kalman Filter (CKF), a procedure that is con-
sidered to be among the most successful parameter estimation
techniques [3]. Finally, we also present results obtained from
using real fMRI measurements corresponding to a finger-
tapping stimulus.
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TABLE I
DESCRIPTION OF STATE VARIABLES

State variables Description Value at rest
f(t) Cerebral blood flow 1
s(t) Flow inducing signal 0
v(t) Normalized cerebral blood volume 1
q(t) Normalized total deoxyhemoglobin content level 1

TABLE II
DESCRIPTION OF THE BIOPHYSIOLOGICAL PARAMETERS

Descriptions Parameters
Stiffness exponent ↵
Neural efficacy ✏
Rate of signal decaying K
Rate of flow-dependent elimination X
Hemodynamic transit time ⌧
Resting net oxygen extraction fraction E0

Resting blood volume V0

II. PROBLEM STATEMENT

A. The Hemodynamic System: The Direct Problem

The problem of describing the single-event related hemody-
namic brain response to an exogenous input can be formulated
in the framework of the dynamical system theory. The model
we consider is called the hemodynamical system (HDS) [4]
which is a first-order nonlinear differential system given by:

(HDS)

8
><
>:

~̇x(t) = A(~✓; ~x(t)) + ⌫t

y(t) = H(~✓; ~x(t)) + !t ; t � 0

~x(0) = e~x0

(1)
where the component of the state vector ~x(t) =
(f(t), s(t), v(t), q(t))T are defined in Table II and the bio-
physiological system parameters ~✓ = (↵, ✏, K, X , ⌧, E0, V0)

T

are listed in Table II. The nonlinear vector-valued functionA
describes the underlying physiology of the continuous hemo-
dynamic system and is given by:

A(~✓; ~x(t)) =

8
>><
>>:

s(t)
✏u(t) � Ks(t) � X (f(t) � 1)
⌧(f(t) � v(t)1/↵)

⌧(f(t) 1�(1�E0)
1/f(t)

E0
� q(t)v(t)(1/↵�1))

(2)
The real-valued function H models the observations, that is,
the Blood Oxygenation Level Dependent (BOLD) signal. H
is given by:

H(~✓; ~x(t)) = V0 [k1(1 � q(t)) + k2(1 � q(t)/v(t))

+k3(1 � v(t))] (3)

TABLE II
DESCRIPTION OF THE BIOPHYSIOLOGICAL PARAMETERS

Descriptions Parameters
Stiffness exponent α
Neural efficacy ε
Rate of signal decaying K
Rate of flow-dependent elimination X
Hemodynamic transit time τ
Resting net oxygen extraction fraction E0

Resting blood volume V0

II. PROBLEM STATEMENT

A. The Hemodynamic System: The Direct Problem

The problem of describing the single-event related hemody-
namic brain response to an exogenous input can be formulated
in the framework of the dynamical system theory. The model
we consider is called the hemodynamical system (HDS) [4]
which is a first-order nonlinear differential system given by:

(HDS)





~̇x(t) = A(~θ; ~x(t)) + νt
y(t) = H(~θ; ~x(t)) + ωt ; t ≥ 0

~x(0) = ~̃x0
(1)

where the component of the state vector ~x(t) =
(f(t), s(t), v(t), q(t))T are defined in Table II and the bio-
physiological system parameters ~θ = (α, ε,K,X , τ, E0, V0)T

are listed in Table II. The nonlinear vector-valued functionA
describes the underlying physiology of the continuous hemo-
dynamic system and is given by:

A(~θ; ~x(t)) =





s(t)
εu(t)−Ks(t)−X (f(t)− 1)
τ(f(t)− v(t)1/α)

τ(f(t) 1−(1−E0)
1/f(t)

E0
− q(t)v(t)(1/α−1))

(2)
The real-valued function H models the observations, that is,
the Blood Oxygenation Level Dependent (BOLD) signal. H
is given by:

H(~θ; ~x(t)) = V0 [k1(1− q(t)) + k2(1− q(t)/v(t))

+k3(1− v(t))] (3)
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Note that νt (resp. ωt) is a random vector with zero mean
and 4 × 4 positive semidefinite covariance matrix, Qt (resp.
real-valued covariance, Rt), depending on the time t. νt (resp.
ωt) represents the level and distribution of the noise in the
process equations (resp. in the measurements). k1, k2 and k3
are positive constants given by k1 = 7E0, k2 = 2 and k3 =
2E0 − .2.
B. The Discrete Inverse Problem

The determination of the parameters ~θ of HDS(1)
from the knowledge of some BOLD signal measurements
can be formulated as the following inverse parameter problem:

(IPP)





Given an initial state ~̃x0, a control input
u(tj) = (u(t0), u(t1), . . . , u(tM ))T ,
and a BOLD signal ~̃y = (ỹ0, ỹ1, . . . , ỹM )

T ,
find ~θ and ~x(t) such that:
H̃(~θ; ~x(tj)) = ỹj ; j = 0, 1, . . . ,M

where the tilde notation indicates a noisy quantity, and ỹj
is the noisy measured BOLD signal at time tj , and M is the
number of measurements.

III. PARAMETER ESTIMATION: THE SOLUTION
METHODOLOGY

The parameter identification problem IPP is an inverse
problem that is difficult to solve, especially from a numerical
point of view, because it is nonlinear and ill-posed. In practice,
this means that small errors in the measured BOLD signal
can induce large errors in the estimate of the parameters.
The proposed solution methodology is based on the Tikhonov
regularized Newton method (TNM) [5], since regularized
iterative methods appear to be the primary candidates for
solving nonlinear and ill-posed problems (see, e.g., [6], and
the references therein). The Newton algorithm addresses the
nonlinear aspect of IPP, whereas the Tikhonov regularization
procedure is incorporated to address its ill-posed nature [7]. In
addition, a Kalman-type de-noising procedure is built within
the proposed method to filter the noise contaminating the
considered model. More specifically, we employ the so-called
cubature Kalman filter (CKF)[3]. To the best of our knowl-
edge, this is the first time TNM is employed in conjunction
with CKF resulting in a novel procedure with a great potential
for solving IPP efficiently and accurately, as illustrated by the
results reported in Section IV-A and Section IV-B .

A. The Regularized Newton Algorithm

The solution of the IPP by the regularized Newton algorithm
incurs at each iteration m the solution of the linearized problem
of the form:

M∑
j=1

7∑
l=1

∂H̃(m)

∂θk
(θ

(m)
l ; ~x(m)(tj))

∂H̃(m)

∂θl
(~θ(m); ~x(m)(tj))δθ

(m)
l

+γδθ
(m)
l =

M∑
j=1

∂H̃(m)

∂θk
(~θ(m); ~x(m)(tj))

(
ỹj − y(m)(tj)

)
; k = 1, . . . , 7

(4)
and then we update ~θ(m+1) = ~θ(m) + ~δθ

(m)
. Note that

y(m)(t) = H̃(m)(~θ(m); ~x(m)(t)), and the positive real number
γ is the Tikhonov regularization parameter. The choice of γ

is a balancing act between stability and accuracy [2].
The critical step in the numerical implementation of the
regularized Newton method is the computation, at each iter-
ation m, of the Jacobian J

(m)
H =

[
∂H̃
∂θl

(~θ(m); ~x(m)(tj))
]

for
j = 1, . . . ,M and l = 1, . . . , 7. Such computation must be
executed with a high level of accuracy to ensure the stability,
fast convergence and computational efficiency of the proposed
Newton algorithm. The evaluation of these derivatives requires
the computation of the derivatives of the state vector ~x with
respect to the parameters ~θ. We have stablished a theorem (see
Theorem 1 page 20 in [2] ) that shows that these derivatives
are the solutions of ordinary differential systems similar to
HDS(1) but with different right-hand-sides.
B. Cubature Kalman filtering

The CKF procedure is a nonlinear filtering procedure that is
derivative-free and more importantly the number of integration
points, called the cubature points, increases linearly with
the state-vector dimension. The CKF algorithm evaluates the
BOLD signal in two steps: (a) a time update step in which
predicted estimates of the state-vector and error covariance
matrix are delivered at the next time step, and (b) a measure-
ment update step in which corrected estimates of the predicted
values are calculated.
The Time-Update Step in CKF. For l = 0, 1, . . . ,M , let ~xl
(resp. Pl) be an estimated value of the state vector ~x (resp.
the error covariance matrix P ) at time tl. Suppose that ~xl and
Pl have been evaluated up to l = j where j < M − 1. Then,
in order to compute ~xj+1 and Pj+1, we first calculate in this
step ~̂xj+1 (resp. P̂j+1) a predicted estimate of the state vector
(resp. the corresponding error covariance matrix). We evaluate
~̂xj+1, by first calculating the cubature vectors as follows:

~ci,j = Sj~ξi + ~xj ; i = 1, 2, · · · , 8 (5)

where Sj results from the Cholesky factorization of the error
covariance matrix Pj , that is, Pj = SjS

T
j and ~ξi is the

given ith column vector of the cubature points matrix (see
Eq. 7, page 2112 in [3]). Then, using the process equation in
HDS(1) and the cubature vectors calculated in (5), we solve
the following first order differential system

{
~̇zi = A(~θ;~zi)
~zi = ~ci,j

; i = 1, . . . , 8 (6)

and then evaluate the ith “propagated ” cubature vectors at
time tj+1, that is, ~zi,j+1 = ~zi(tj+1). Note that, the differential
system given by (6) is typically solved using Runge-Kutta
methods of order 4.
The predicted estimate for the state at time tj+1 is then
calculated as follows:

~̂xj+1 =
1

8

8∑

i=1

~zi,j+1 (7)

Furthermore, the predicted estimate for the error covariance
matrix P̂j+1 at time tj+1 is evaluated as follows:

P̂j+1 =
1

8

8∑

i=1

~zi,j+1~c
T
i,j+1 − ~̂xj+1~̂x

T

j+1 +Qj+1 (8)
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where Qj+1 = Qtj+1
is the process noise covariance matrix

defined in Section II-A.
The Measurement-Update Step in CKF. This step is called
the correction step. The goal here is to calculate xj+1 and Pj+1

by “correcting” the predicted values x̂j+1 and P̂j+1, and yj+1,
the estimated BOLD signal at time tj+1 is then deduced. To
this end, we first evaluate ~xj+1 as follows:

~xj+1 = ~̂xj+1 + (ỹj+1 − ŷj+1)
−→
W j+1 (9)

where ỹj+1 is the given measured BOLD signal at time tj+1,
ŷj+1 is the predicted BOLD signal at time tj+1. It is calculated
by applying the cubature quadrature rule to the measurement
equation given in HDS(1) as follows:

ŷj+1 =
1

8

8∑

i=1

H(~θ; ~̂ci,j+1) (10)

with ~̂ci,j+1 being the ith “predicted ” cubature vector obtained
as follows:

~̂ci,j+1 = Ŝj+1
~ξi + ~̂xj+1; i = 1, 2, · · · , 8 (11)

where the matrix Ŝj+1 results from the Cholesky factorization
of the predicted error covariance matrix P̂j+1 at time tj+1, that
is, P̂j+1 = Ŝj+1Ŝ

T
j+1.

−→
W j+1 is the so-called Kalman gain at

time tj+1, and is given by:
−→
W j+1 = M−1

j+1

−→
N j+1 (12)

The real number Mj+1, called the innovation covariance
value, is given by:

Mj+1 =
1

8

8∑

i=1

(
H(~θ; ~̂ci,j+1)

)2
− ŷ 2

j+1 +Rj+1 (13)

and Rj+1 = R(tj+1) is the measurement noise covariance
value. The vector

−→
N j+1, called the cross covariance vector,

is given by:

−→
N j+1 =

1

8

8∑

i=1

H(~θ; ~̂ci,j+1)~zi,j+1 − ŷj+1~̂xj+1 (14)

The corrected error covariance matrix is then evaluated as
follows:

Pj+1 = P̂j+1 −Mj+1
−→
W j+1

~WT
j+1 (15)

where P̂j+1, Mj+1 and
−→
W j+1 are given by Eqs. (8),(13) and

(12) respectively.
Last, we deduce the estimated BOLD signal at time tj+1 as
follows:

yj+1 = H(~θ, ~xj+1) (16)

IV. ILLUSTRATIVE NUMERICAL RESULTS

A. Parameter Estimation with Synthetic Data

Because of space limitations, we present the result of
one numerical experiment to illustrate the potential of the
proposed solution methodology for calibrating efficiently the
hemodynamical system HDS(1). In this experiment a Gaussian
control input is employed.
The synthetic BOLD signal (see Figure 1) is generated by
solving the noise free hemodynamical system HDS(1) with the

TABLE III
BIOPHYSIOLOGICAL PARAMETERS: TARGET VS. INITIAL VALUES.

Parameters (~θ) α ε K X τ E0 V0
Target (~θ∗) .34 .54 .65 .38 .98 .32 .04
Initial guess (~θ(0)) .5 .5 .5 .5 .5 .5 .5

initial state vector ~x0 = (1, 0, 1, 1)T and the biophysiological
system parameters ~θ∗ whose coordinates’ values were used
in [3] and are listed in Table III. Moreover, we consider a
set of 60 measurements (M = 60) taken every one second
(∆t = 1 s), that is, ~̃y ∈ R60 and yj = y(j∆t). The goal of
this experiment is to illustrate the robustness of the method to
the noise level in the measured BOLD signal. We also compare
the obtained results to the ones delivered by the CKF algorithm
when applied, as suggested in [3], to the so-called extended
hemodynamical system (see Eq. (9), p. 2112 in [3]).
We artificially add white noise to the data as follows: 5%
to ~x0, 1% to the process equation, and 10% to ~y. We use a
blind guess for the initial biophysiological parameters vector
~θ(0) whose components are all set to .5 (see Table III). The
obtained results are depicted in Figures 2-3. These results were
obtained with γ = 2 × 10−3. The following observations are
noteworthy:

• As reported in Table III the initial parameters’ values ~θ(0)

is selected outside the pre-asymptotic convergence region.
Indeed, Figure 1 shows that the use of this initial guess
with HDS(1) leads to an initial BOLD signal profile that
is very far from the target (the relative error is over 300%)

• The result depicted in Figure 2 reveals that the TNM-CKF
algorithm delivers a signal with an excellent accuracy
level (the relative error drops to 4%) which is remarkable
given the considered relatively high noise level in the
data. Note that the relative error on the parameters that
was initially 52% decreases monotonically and reaches
15% at convergence.

• Figure 3 indicates that TNM-CKF algorithm requires only
8 iterations to converge (the relative residual is about
9%). This illustrates the efficiency of the method and its
robustness to the noise effect.

• The comparison with the result obtained when applying
the CKF algorithm only, as suggested in [3], reveals
that (a) the TNM-CKF method outperforms the CKF
algorithm (see Figure 2), and (b) the CKF algorithm
fails dramatically to calibrate HDS(1) (the relative er-
ror on the computed BOLD signal is over 80%). This
numerical experiment clearly illustrates the importance
of employing the TNM procedure in conjunction with
CKF to accurately reconstruct the BOLD signal when
starting the calibration process from a blind guess for the
biophysiological parameters’s values.

B. Parameter Estimation with Real Data

In this section, we calibrate the HDS(1) using real fMRI
measurements corresponding to a finger tapping stimulus.
More specifically, one male subject was imaged while per-
forming a finger tapping tasks (see Table IV for the data de-
scription). The study was approved by the Institutional Review

Recent Advances in Mathematics, Statistics and Economics

ISBN: 978-1-61804-225-5 110



0 10 20 30 40 50 60

−0.02

0

0.02

0.04

0.06

0.08

0.1

t (seconds)

B
O

LD
 m

ea
su

re
m

en
ts

 (%
)

 

 

Target

Measured

Initial

Fig. 1. Synthetic BOLD signal profiles: Target (solid-black). Measured with
10% white noise (dotted-red) and Initial (solid-magenta).
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Fig. 2. Synthetic BOLD signal profiles: Target (black). Computed with
TNM-CKF (blue) and computed with CKF (red).
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Fig. 3. Convergence history of the TNM-CKF algorithm in the case of
synthetic measurements.

Board (IRB) at Nationwide Childrens Hospital, Columbus,
OH. We applied the TNM-CKF using 720 BOLD measure-
ments, ~θ(0) given in Table III, ~x0 = (1, 0, 1, 1)T , and an on-
off control input. Figure 4 indicates that TNM-CKF delivers
a BOLD signal with an excellent accuracy (6% relative error)
and Figure 5 demonstrates the convergence of the TNM-CKF
algorithm after only 5 iterations.

V. CONCLUSION

The TNM-CKF algorithm is a solution methodology that
is conceptually simple to understand and implement. The
calibration results obtained with both synthetic and fMRI mea-
surements clearly indicate that TNM-CKF algorithm is robust
to the noise effect and requires few iterations to converge to an
accurate solution even when starting with an initial guess value
of the parameters outside the pre-assymptotic convergence
region.

TABLE IV
DESCRIPTION OF THE REAL MEASUREMENTS.

Origin Children’s Hospital, Columbus, OH
Subject 1 male

Stimulus Right hand finger tapping
Duration 6 minutes followed by 6 minutes rest

Voxels distribution 20 slices of 8 mm
Temporal sampling 3 seconds

Preprocessing Filtering, smoothing and convolution
Interpolation Matlab command ‘interp1’

Number of voxels 128×128×20
Sampling time 0.01 seconds

Resolution 22 mm
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Fig. 4. BOLD signal profiles: Real (black) vs. Computed (blue).
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measurements.
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Abstract—The riskiest factor in transforming a traditional 

business environment (BE) into a lean and automated BE is the role 

of the profile and the corresponding TOGAF managerial 

recommendations of the business and (e-)business transformation 

managers (BTM); the influence they have on the concrete 

implementation phase of business transformation projects (BTP).  

The basic profile and “The OpenGroup Architecture Framework” 

(TOGAF)[66] managerial recommendations of such a business 

transformation manager has not been sufficiently researched in a 

holistic manner in order to hammer the BTM’s profile and the 

corresponding TOGAF managerial recommendations; and that is the 

main goal of the authors’ research [52][37][38].  In fact, currently  

there are no TOGAF managerial recommendations and educational 

curricula for such BTM profiles.   

This research paper deals with the TOGAF managerial 

recommendations for the BTM selection and education; who has to 

manage the technical implementation phase of complex business 

transformation projects; knowing that the BTPs’ implementation 

phase is the major cause of very high failure rates [20][21]. The 

implementations of such business transformation projects require a 

specific set of enterprise business architecture knowledge. The 

authors have based their research on the main fact that only around 

12% of business organizations successfully terminate innovation-

related business transformations projects [8].  

“We know that those organizations that are consistently 

successful at managing innovation-related changes outperform their 

peers in terms of growth and financial performance” [7].  

Therefore, there is an essential need for more research on the 
BTMs’ profiles and the TOGAF related managerial 
recommendations.  This research project presents an original set of 
factors and fulfills the need for an efficient tree reasoning model, in 
the form of a real world framework and recommendations, which 
affect the BTM's selection techniques. BTM selectors, professional 
analysts, project managers, auditors and advanced computer science 
students, will benefit from this research project.  

Keywords Economical competitive adavantage, TOGAF, 

managerial recommendations, efficient enterprise architecture, 

business transformation projects, business transformation manager’s 

profile, managerial recommendations, transformation project 

implementation.  

I. INTRODUCTION 

 

Fig. 1. The pilot Proof of Concept (PoC) development is the current 

research phase [52]. 

HE characteristics of a suitable BTM profile and 

the corresponding TOGAF managerial 

recommendations are the main goal of the 

authors’ selection and training framework (STF) research 

project, which started in year 2010. In this research paper, the 

authors will try to present the TOGAF based managerial 

recommendations for such a BTM selection and education 

process.  
This assessment and selection will be corroborated by the 

evaluation and monitoring of the BTM's skills [66] to integrate 

 T 
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innovative business processes’ model (BPM) technologies into 
the existing BE [28].  

This research’s final phase uses a tunable theory based on 

hyper-heuristics reasoning model [25]. This reasoning model 

offers the optimal BTM profile and the corresponding TOGAF 

managerial recommendations that are adapted to complex 

BTPs [32][35]. These managerial recommendations are fed in 

the form of factors into the framework’s reasoning tree, which 

will deliver the most important BTM characteristics or most 

weighted factors [35]. 

II. RESEARCH QUESTION AND LITERATURE REVIEW 

The research project’s question is: “Which business 
transformation managers’ characteristic is optimal for the 
implementation phase of a(n) (e-)business transformation 
project? – A TOGAF Approach” [44][48][45]. The knowledge 
gap was acknowledged, mainly due to the fact that the existing 
literature and various methodologies treating business 
transformations offer practically no insight into the profile of 
the BTM as an architect of adaptive business information 
systems (AofABIS) and proposes the set of corresponding 
TOGAF managerial recommendations; who can manage the 
implementation phase of BTPs [1][32]. 

The literature review has shown that the BTM’s optimal 
characteristic is to be a “TOGAF based AofABIS”; and an 
important part of that phase was dedicated to the finding of 
factors that influence the BTMs’ selection and education 
[44][59][63]. 

III. RESEARCH METHODOLOGY AND DESIGN 

The authors based their research on the applicative action 
research (AAR) mixed method, that is mainly based on a 
hyper-heuristics approach [29][33]. The STF applies the 
positivist AAR that is designed on a model identical to the 
hyper-heuristics model. This heuristics model is based on a 
pseudo beam search tree method and has the elements 
described in [24][41]. 

The authors have implemented the STF research 
methodology, design and prototype [36], to support the 
selection of the optimal BTM profile. Such selections can be 
only evaluated with the help of mixed-models [3][27][64]. The 
STF’s qualitative reasoning process model [15] uses the 
recommendations to give the BTP to tune the details of the 
BTM’s profile [4][23][26]. 

The collection of case studies from A. Farhoomand and 
SAP’s BTM2 perfectly correspond to the research filtering 
phase [6][2]. The reasoning engine will not be always perfect 
and adapted to all possible requirements, but it should be 
enhanced to make it capable of finding optimal results 
[33][34].   

 

Fig. 2. The mixed method flow diagram [52] Interciews -> 

Interviews. 

The approach to qualitative research offered the possibility 
to develop a real world framework and pattern [27]; that 
inherits TOGAF’s guidelines. 

 

Fig. 3. A view on the STF’s tree solution node [35]. 

IV. THE PILOT 

The survey is the quantitative part of the mixed method 
that is based on the set of resulting factors, which some come 
from TOGAF; and hence the questions, which resulted from 
the literature review (Trad, Kalpić, 2013). This research 
process and the executed survey showed that the BTM is an 
AofABIS; that is a combination of roles from TOGAF 
[38][66]. The qualitative hyper-heuristics can be used to tune 
the STF factors [39]. Therefore, a concrete STF environment 
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was built; this STF proof of concept (PoC) and the final 
interviews should deliver the research’s final managerial 
recommendations on how to select and train the right BTM 
profiles and to define his or her educational curriculum [2]. It 
will also propose how to use TOGAF as an infrastructure. 

V. BTM IS A AofABIS  

Understanding the BEs, enterprise architecture and the 
factors that affect their survival and competitiveness, is only 
the first step towards a successful BTP. The TBM must have 
in depth knowledge of: BTP architecture and its development 
management, business people integration, agile project 
management and coordination of computer engineers [22]. 
The BTM acts as solution designer and implementation 
architect [1][2].  

 

Fig. 4. Enterprise architecture main blocks and components [65]. 

Accordingly, this research project unifies resources from 
two distinct but related areas: business processes related 
information technologies and BTPs, it develops concepts for 
the BTM's selection and proposes a method to weight and 
inter-relate his or her various enterprise architecture skills with 
factors [50][55][66]. 

Estimating of BTM skills requires a profound knowledge 
of the enterprise business architecture, business processes 
(BPs), services technologies and business project management 
issues. That rounds up the profile of a AofABIS. The BTM is 
in fact a AofABS, where s/he acts as a coordinator of 
enterprise architecture(s) teams and coordinates their various 
activities. The STF will also support him or her in managing 
problems in real-time [38]. 

VI. ENTERPRISE ARCHTECTURE  

Understanding the BEs and adapting the optimal enterprise 
architecture, assumes the BTM is capable of optimizing across 
the enterprise’s heterogeneous dislocated processes (both 
manual and automated); into a holisitc integrated environment. 
Such an environment becomes agile to change and adapted to 
the enterprise’s business strategy.  

Executive management knows that the effective 
management and integration of data-information through 
information systems related technologies, is a key factor to 
BTP success, and an indispensable means to achieving 
sustainable competitive advantage. Therefore enterprise 
architecture addresses this need, by providing a strategic 
context for the BTP.  

In order finalize the BTP effectively within an enterprise, 
it is necessary to have a BTM who is capable to put in place 
an appropriate “business capability for architecture”, through 
the: 1) organization structures, 2) roles, 3) responsibilities, 4) 
skills, and 5) process flows and services (The OpenGroup, 
TOGAF, 2011). An overview of the TOGAF “Architecture 
Capability” is shown in Figure 5. 

 

Fig. 5. TOGAF Architecture Capability overview [66]. 
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VII. TOGAF INTEGRATION  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. The diagram shows TOGAF’s main components [35]. 

The research proved the existence of a knowledge 

gap, as well as the necessity for the STF research project, as a 

complement to existing enterprise architecture standards 

[52][57][60][66]. What astonished the authors, during the 

literature review process was the superficial approach of 

businesses and managers towards the innovation-related 

business transformation processes. This research question and 

topic appear to be undiscovered and under-estimated. The 

probable reason is the approach of too much scoping of the 

research question and simplifying the research method to the 

level of “marketing like” descriptive statistics. 

The STF is specialized in BTM’s selection and skills 

definition; it recommends the integration of TOGAF’s  

“Architecture Skills Framework” [66]; which defines the 

following roles: 1) Architecture Board Members, 2) 

Architecture Sponsor, 3) Architecture Manager and 4) 

Enterprise Architecture (which can be considered as a superset 

of Business, Data, Application and Technology Architecture). 

STF estimates that BTM is basically a very experienced 

enterprise architect or AofABIS. 

The BTM as a AofABIS must have the following 

skills: 1) soft-skills (leadership, team-working, inter-personal 

skills, etc.); 2) Business Skills & Methods (typically 

comprising business cases, business process, strategic 

planning, etc.); 3) Enterprise Architecture Skills (typically 

comprising modelling, building block design, applications and 

role design, systems integration, etc.); 4) Agile program or 

Project Management Skills (typically comprising managing 

business change, project management methods and tools, etc.); 

5) IT General Knowledge Skills (typically comprising 

brokering applications, asset management, migration planning, 

development of service level agreements, etc.); 6) Technical 

IT Skills (typically comprising software engineering, security, 

data interchange, data management, etc.) and 7) Legal 

Environment (typically comprising data protection laws, 

contract law, procurement law, fraud, etc.) 

VIII. THE EXPERT INTERVIEW  

Two BTP specialists have confirmed in interviews the need 

for a standardized enterprise architecture framework like 

TOGAF. 

IX. BTP RISK READINESS ASSESSMENT  

The BTM must have in-depth knowledge of the TOGAF’s 

“Business Transformation Readiness Assessment”; which 

means that s/he has the “Capacity to Execute” and the ability 

to perform all the information technology tasks required by the 

BTP, including the skills, tools, processes, and management 

capability for the implementation phase. Lately, there has been 

successful execution of a similar complex endeavour, and 

there are appropriate processes, methods, skills, and a 

heuristics based model for deciding what skills and activities 

are needed. The BTM must also design the “Enterprise 

Capacity to Execute”; which is the ability of the enterprise to 

perform all the tasks  required by the endeavour, in areas 

outside of information technologies (IT), including the ability 

to make decisions, using the built-in tree reasoning model, 

within the limited time constraints; that is very typical to BTPs 

based upon similar complexity of endeavour. There are no 

non-IT-specific processes, discipline, and skills to deal with 

this type of endeavour. The BTM has to demonstrate the 

ability to manage such a type of BTP environment issues and 

requirements. There is recognition of such a need for 

knowledge and skills; that reconfirms the research project’s 

detected knowledge gap [66]. 

The BTM’s recommended activities in the assessment 

process of a BTP’s readiness is to address the following 

business transformation requirements [66]: 1) determine the 

readiness STF factors that will impact the BTP; 2) to present 

the readiness factors using STF heuristics models; 3) to assess 

the readiness factors, including determination of readiness 

factor ratings & weightings. Assess the risks for each 

readiness factor and identify improvement actions to mitigate 

the risk. Work these actions into next iterations of the agile 

project management plan; 4) to assess the readiness for the 

BTP. A “Business Transformation Readiness Assessment” can 

be used to evaluate and to qualify the BTP’s readiness to 

undergo the initiative. This assessment is based upon the 

determination and analysis/rating of a series of selected 

factors; that are fed in the tuneable tree. The results of the 

readiness assessment should be added to the TOGAF’s 

“Capability Assessment”. These solutions are then used to 

select the BTM and orient him through the BTP’s architecture 

blue-print, to identify the tasks needed for the architecture of 

BTP, and to identify the risks [66]. 
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X. BTP RISK ACTIVITIES  

 

The BTM has to identify the “Business Transformation 

Risks and Mitigation Activities”. S/he has to identify the risks 

related to the “Architecture Vision” and assess the initial level 

of risk, that is the reasoning tree root node (e.g., catastrophic, 

critical, marginal, or negligible) and the number of needed 

iterations. S/he has also to assign a mitigation strategy for each 

risk that is related to a factor. TOGAF offers a risk 

management framework [66]. 

STF that incorporates TOGAF, has two levels of risk that 

should be managed: 1) the “Initial Level of Risk”: Risk 

categorization prior to determining and implementing 

mitigating actions; 2) the “Residual Level of Risk”: Risk 

categorization after implementation of mitigating actions (if 

any).  

XI. TOGAF MANAGERIAL RECOMMENDATIONS  

The STF research offers a set of BTM profile’s 

selection based on the managerial recommendations for 

TOGAF’s integration. The STF research list of TOGAF’s 

related recommendations (sorted by Importance):  

1. The BTM must be an AofABIS; who is an 

enterprise architect. BTMs who are basically 

technocrats, proactive project architecture 

managers and advanced knowledge specialists 

should be capable of supporting and designing the 

transformation of the (e-)business environment in 

a proactive manner [22][37]. In fact, BTMs must 

be an xcellent AofABIS [38][66].  

2. The TBM must have extensive experience in 

business transformation projects risks and 

readiness assessments. The BTP's implementation 

phase is the main cause of high failure rates in 

BTPs; that is why BTMs need enterprise 

architecture empirical hands-on skills. That 

encompasses the following: 1) knowledge of 

business architectures (BA) and business process 

management (BPM), 2) automated business 

environments [17], 3) agile project management, 

4) knowledge management & integration, 5) 

organizational concepts, 6) management science 

methodologies 7) enterprise architecture and other 

concrete BTP implementation artefacts [66]. 

Therefore the researchers recommend experienced 

technocrats profile [6] for such BTPs and his or 

her educational curriculum [64]. 

3. The TBM must be an avant-garde 

innovation project manager. The TBM must be an 

excellent agile project manager, who is capable of 

implementing a “very light version” of the 

disciplines TOGAF, Service Oriented 

Architecture and BPM. The use of BPM will 

enhance the management of knowledge and help 

in the selection of a TBM [62].  

4. The TBM must be an avant-garde 

innovation project manager and a BTP designer. 

The BTMs’ skills and educational curriculum 

must comprise the knowledge of: business and 

enterprise architecture, automated real-time 

business process environments, agile project 

management, organizational behaviour, 

management science methodologies and concrete 

BIS implementation phase know-how [66].  

5. The TBM has a holistic profile. This 

research shows that the BTM is an AofABIS with 

holistic cross-functional skills [16]; with a 

business engineering education [67]. The basic 

profile is a flexible and intelligence-based person 

that has cross-functional capacities. Transformed 

organizations and BTMs need more than basic 

BIS knowledge and educational techniques to 

exploit the inter-related avant-garde technologies 

in order to successfully conduct BTPs. Managing 

the complexity of skills and educational concepts 

require a mixed method that is mainly based on 

action research; a hyper-heuristics model [66][9].  

6. The STF is an applicable framework for 

decision support system (STF_DSS). TBM 

selection depends on the project and company 

context. The BTM should be supported with a 

configurable decision making system like the STF 

[31]. Such BTM's selection and education need 

holistic just-in-time (JIT) methodologies, similar 

to BTM2 [9]. The STF is a JIT systems 

managerial framework or “management 2.0” 

component for the selection of business 

transformation managers. The authors’ aim is to 

convert their relevant research outcomes into a 

managerially useful framework and pattern [13], 

and its hyper-heuristics tree that is suitable for a 

wide class of problem instances. The authors 

regard this as a major business and educational 

benefit [4]. The STF's decision tree, results in a 

set of possible solutions that determine BTM’s 

skills. This tree can be also represented as an 

implementation of business processes modelling 

(BPM). Such a solution is optimal, because then 

the STF knowledge is stored in the business 

information system [1][64].  

7. The BTM must be capable of identifying the 

“Business Transformation Risks and Mitigation 

Activities” [66]; and must also be capable to 

identify the risks associated with the 

“Architecture Vision" and assess the initial level 
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of risk and the rate of frequency associated with 

it. 

8. The profile and the corresponding TOGAF 

managerial recommendations curriculum round 

up the STF’s business transformation managers’ 

pattern. Therefore the BTM has to adapt the 

enterprise architecture method to give priority to 

the implementation phase; and hence develop a 

BTP specific architecture pattern that should 

include [66]: 

 

- Architecture maturity assessment- Architecture 

governance processes, organization, roles, and 

responsibilities 

- Architecture skills assessment 

9. The integration of the STF in the company’s 

business processes and knowledge environment. 

The use of smart tools, automated workflows, 

integration and advanced graphical user interfaces 

are making BPM cheap to use. BPM will enhance 

the overall business intelligence because the smart 

use of BPM with STF rules and analytics will 

help the better decisions for the selection of BTM, 

with more insights. S/he would be respecting 

existing choreography standards, enabling to 

deliver quick return on investment & long-term 

success.  

XII. THE STF PROTOTYPE OF THE EMPIRICAL MODEL 

 

 

Fig. 7. Decision systems by management level [32]. 

 The STF's empirical model is built to prove the research  
PoC, which has been developed using the Microsoft Visual 
Studio 2012 environment [59].  

The PoC uses the Model- View- Controller (MVC) 
architectural pattern that collects the model data. This 
prototype is a real world decision support system (DSS) that 
can be used by middle managers [32]; where executive 

decision systems (ESS) is used by the executive management 
and management information system (MIS) by the production 
management, as shown in Fig. 7. The PoC is a real world 
system and is considered to be a concrete managerial benefit. 

The PoC contains the STF's major components, and what 
will be primarily tested is the reasoning engine, which is based 
on the AAR heuristics model. This research PoC will serve to 
confirm the research’s hypothesis and the hyper-heuristic 
model; that has a goal function, which calculates the best 
solution (DSSGoalFunction). Added to that, the authors have 
used interviews with experts to confirm the PoCs outcomes; 
which means that the STF_MHM is a mixed method based on 
a real world prototype. The results will be presented in the 
form of a set of recommendations.  

XIII. THE STF’S BTM’s PATTERN (STFBTMP) 

 The authors’ aim is to convert their relevant research 
outcomes into a managerially useful framework [13]; and its 
hyper-heuristics tree processing model is used as a template 
that is suitable for a class of problem instances [4]. 

Therefore, it is planned to create a concrete STF 
environment that is based on a business process oriented 
transformation pattern [2]. This STF pattern will be in fact a 
STF business transformation managers' project pattern 
(STFBTMPP). 

XIV. CONCLUSION 

This is another article in a long series of research articles 
related to the STF research, which is based on the action 
research mixed method; the STF factors and TOGAF based 
managerial recommendations are the result of the literature 
review, surveys outputs, proof of concept and interviews.  

 

Fig. 8. Linking Business to Business Information Technology [32]. 
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The TOGAF environment permits that a BTM holistically 
manages the BTP; by linking the business environment and 
the business information technology.  

These factors and TOGAF-based managerial 
recommendations are the base of the STF’s tunable hyper-
heuristics research model. In this article, the focus is on the 
STF’s TOGAF based managerial recommendations, which are 
needed for finding the optimal BTMs’ profiles to holistically 
manage the design and implementation of a BTP and the 
corresponding enterprise architecture.  

There has been a lot developed and written on enabling 
success in transformation projects, but the authors propose to 
inspect why BTMs fail in the implementation phase of the 
BTP. That is mainly due to the BTMs' lack of knowledge in 
managing business integration and implementation and non-
existence of adequate managerial recommendations. This 
phase’s most important findings: 

• Knowledge gap: The literature review proved the 
existence of a knowledge gap between the traditional 
management skills and the STF’s managerial 
recommendations for BTP [62].  

• Evolutionary Mixed Method: This research uses an 
evolutionary research model in order to create the initial 
BTM's profile based on the managerial recommendations [62].  

• The STF proof of concept The PoC and interviews 
proved the approach and delivered the research’s 
recommendations on how to select and educate BTMs.  

• Managerial recommendations, benefits and 
framework: The qualitative hyper-heuristics model confirmed   
the survey’s outcomes; and delivered the managerial 
recommendations and benefits.  The STF research project 
proposes a concrete framework on how to select, train and 
evaluate a BTM. Hence improves the company’s economical 
competitive advantage. 

• BTM profile as an AofABIS: Actual environments 
produce general profiles that can hardly cope with 
heterogeneous complexity and fast changes. These high 
frequency changes are mainly due to the hyper-evolution of 
technology. The research proposes that the BTM is an 
AofABIS.  

• The STFBTMP pattern: The STF's research defines 
the BTM profile and managerial recommendations that round 
up the BTM selection and educational pattern 
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Abstract—ADI methods can be generalized to solve numer-
ically multidimensional fractional diffusion equations, which
describe fluid flows through porous media better than classical
diffusion equations. A new, unconditionally stable, second-order
and well balanced in space, third-order in time ADI scheme
has been constructed and its convergence accelerated by an
extrapolation technique coupled with the PageRank algorithm.

Index Terms—anomalous (fractional) diffusion in three dimen-
sions; Alternating Direction Implicit (ADI) methods; extrapola-
tion; PageRank.

I. INTRODUCTION

Diffusive flow problems occur in a number of applications,
and hence have been extensively studied. Important examples
are provided by seepage flows, groundwater hydraulics, and
fluid dynamics in porous media; see [10], [2], e.g.. In 1856,
H. Darcy [5] derived his celebrated equation, the “Darcy’s
law”, that is q = −K∇p, where p is the pressure, q
= (q1, q2, q3) the fluid velocity, the indices referring to the
three directions, x, y, and z, and K = (K1,K2,K3) the
percolation tensor. Below, we assume K diagonal. Darcy
obtained such a rule through experiments on saturated flows of
water through a column of soil, In heterogeneous media, when
the flow is continuous and the Darcy’s law holds, choosing the
main directions of the percolation as the coordinate directions
and neglecting gravity effects, the partial differential equation
(PDE) describing a single-phase isothermal seepage flow can
be written as

ν−1pt = ∇·(K∇p)+f(x1, x2, x3, t), (x1, x2, x3) ∈ Ω, (1)

[16], [7], [11], where pt denotes time partial derivative and Ω
is a given open bounded domain of R3 where the percolation
occurs. The associated boundary conditions are given by
p(x1, x2, x3, t)|∂Ω = Φ(x1, x2, x3, t), and the initial condition
by p(x1, x2, x3, 0) = ϕ(x1, x2, x3), for suitable functions Φ,
ϕ; ν−1 is the specific storage coefficient (taken constant), and
f(x1, x2, x3, t) is some source or sink term.

Equation (1) was derived assuming the seepage flow to be
continuous, and the Darcy’s law does not hold in general
for real seepage flows. Hence, in 1998 J. He [7] proposed
a modified form of the Darcy’s law, formulating it in terms of
fractional Riemann-Liouville derivatives [14], that is as

q = −K∇αp, ∇α :=

(
∂α1

∂xα1
1

,
∂α2

∂xα2
2

,
∂α3

∂xα3
3

)
,

where the operator ∇α, with α := (α1, α2, α3), was in-
troduced. The more general equation for seepage flow with
fractional derivatives was thus obtained,

ν−1pt = ∂βi

i (Ki∂
αi
i p) + f(x1, x2, x3, t), (2)

where ∂iβi ≡ ∂βi/∂xi, and we used the summation conven-
tion. Here, 0 < βi < 1, 0 < αi ≤ 1, and 1 < βi + αi ≤ 2, for
i = 1, 2, 3.

Given the importance but, at the same time, the unavail-
ability of analytic solutions to fractional partial differential
equations (fPDEs), many authors have proposed, over the
years, numerical methods to solve them, see [9], [17], [15],
[21], [18], [19], [20], e.g. Yet, numerical methods for handling
efficiently high-dimensional fPDEs seem to be rather few.

In this paper, we consider the 3D fPDE in (2) on the
bounded domain, Ω :=

∏3
i=1(0, Li), and the time interval

(0, T ]. We assume that such a fractional equation has a unique
and sufficiently smooth solution, when subject to Dirichlet
boundary conditions, and some initial condition. The fractional
operators involved Riemann-Liouville derivatives of order αi,
βi, with respect to xi. Other useful definitions of fractional
derivatives exist, and among these, the Grünwald-Letnikov
fractional derivative is for us most relevant, see [14], while
the so-called shifted Grünwald-Letnikov derivative will be
used in the numerical schemes. Fractional Riermann-Liouville
derivatives of sufficiently regular functions coincide with those
intended in the sense of Grünwald-Letnikov as well as in the
sense of Caputo [14].

We construct a new, well “balanced”, fractional version
of the Alternating Direction Implicit (ADI) method, to solve
numerically 3D diffusion fPDEs. Our algorithm is uncondi-
tionally stable for every fractional order of space derivatives,
second-order accurate in space, and third-order accurate in
time. Its convergence can be sped up adopting an extrapola-
tion technique, along with an optimization realized through
Google’s PageRank algorithm.

Composing the two Grünwald-Letnikov fractional deriva-
tives [14], the fPDE above becomes

ν−1pt = Ki∂
γi
i p+ f(x, y, z, t) in Ω× (0, T ], (3)

where we set γi := βi + αi, for i = 1, 2, 3, and the Ki’s are
positive constants. Below, we construct a “fractional Alternat-
ing Direction Implicit” (fADI) scheme to solve numerically
such a problem.
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II. FADI SCHEMES

We discretize space and time, as usual, setting xmi :=
mihi for mi = 0, 1, 2, . . . ,Mi, hi := Li

Mi
, and simi-

larly for the time variable. The numerical approximation to
p(xm1

1 , xm2
2 , xm3

3 , tn), provided by the scheme at such points
will be denoted by pnm1,m2,m3

, and similarly for the source
term, f , and the boundary and initial values. The first-order
derivative ∂tp in (3) is approximated by finite differences,
and assume that p is sufficiently regular, so that the operators
∂γii can be discretized using the shifted fractional Grünwald-
Letnikov derivative. Thus, we obtain the implicit scheme

pn+1
m1,m2,m3

− pnm1,m2,m3

τ

=
Ki

hγii

mi+1∑
s=0

gγi,s p
n+1
mi+1−s,m2,m3

+
K2

hγ22

m2+1∑
s=0

gγ2,s p
n+1
m1,m2+1−s,m3

+
K3

hγ33

m3+1∑
s=0

gγ3,sp
n+1
m1,m2,m3+1−s + fn+1

m1,m2,m3
,

(4)

where the coefficients g’s are defined in [14]. The fractional
discrete operator

δγ11 pn+1
m1,m2,m3

:=
1

hγ11

m1+1∑
s=0

gγ1,sp
n+1
m1+1,m2,m3

, (5)

is known to provide an O(h1) approximation of the Grünwald-
Letnikov shifted fractional derivative of order γ1, see [13], etc.
The scheme in (4) can be rewritten in a more compact form
as

(1−K1τδ
γ1
1 −K2τδ

γ2
2 −K3τδ

γ3
3 ) pn+1

m1,m2,m3

= pnm1,m2,m3
+ τfnm1,m2,m3

.
(6)

In can be shown that the scheme in (4) has a local truncation
error of order O(τ) +

∑3
i=1O(hi), and is unconditionally

stable.
Equation (6) (or (4)) yields a linear system of equations

for pn+1
m1,m2,m3

. Others than in the classical ADI method, such
a system is not sparse, but a large dense linear system of
equations. This calls for suitable efficient numerical methods,
hopefully also unconditionally stable.

As in the classical ADI methods, we split the computations
into three steps, corresponding to the three directions, x1, x2,
and x3, each step requiring a reduced computational load.
An extra, higher-order, term is added to the left-hand side of
equation (6), so to factor the operator into three parts, without
affecting the overall convergence rate,

(K1K2τ
2δγ11 δγ22 +K1K3τ

2δγ11 δγ33

+K2K3τ
2δγ22 δγ33 −K1K2K3τ

3δγ11 δγ22 δγ33 ) pn+1
m1,m2,m3

.
(7)

Thus, we obtain the scheme

(1−K1τδ
γ1
1 )(1−K2τδ

γ2
2 )(1−K3τδ

γ3
3 ) pn+1

m1,m2,m3

= pnm1,m2,m3
+ τfnm1,m2,m3

.
(8)

Splitting (8) in the three dimensions, we obtain the unbalanced
scheme, which provides the solution at time tn+1,

(1−K1τδ
γ1
1 ) pn+1/3

m1,m2,m3
= pnm1,m2,m3

+ τfnm1,m2,m3
, (9)

(1−K2τδ
γ2
2 ) pn+2/3

m1,m2,m3
= pn+1/3

m1,m2,m3
, (10)

and
(1−K3τδ

γ3) pn+1
m1,m2,m3

= pn+2/3
m1,m2,m3

, (11)

which turns out to be of the first order in space [10].
We propose now a new balanced splitting of the ADI

scheme in (8), which provides the solution at time tn+1

through three more balanced steps, obtained replacing the
previous right-hand sides with pnm1,m2,m3

+ τ
3f

n
m1,m2,m3

,
p
n+1/3
m1,m2,m3 + τ

3f
n
m1,m2,m3

, and p
n+2/3
m1,m2,m3 + τ

3f
n
m1,m2,m3

,
respectively.

It can be shown that such second choice provides an
algorithm second-order accurate in space and third-order in
time [4].

Since the “load” represented by the source term enters this
second scheme in a more balanced way, it is expected that such
an algorithm performs better when there is little anisotropy,
i.e., when the fractional orders γi, i = 1, 2, 3, do not differ
appreciably.

Taking into account the boundary values p
n+1/3
0,m2,m3

and
p
n+2/3
M1,m2,ma−3, we can construct the coefficients of the matrix,

say A, of the linear system concerning the first step, see [4].
Then, using the boundary values pn+2/3

m1,0,m3
and pn+2/3

m1,M2,m3
, we

obtain the matrix, say B, of the linear system concerning te
second step. For each fixed (m1,m3), such a matrix presents
some similarity with A. Finally, using the boundary values
pn+1
m1,m2,0

and pn+1
m1,m2,M3

, we obtain the matrix C of the linear
system concerning the third step, which, again, for each fixed
(m1,m2), is analogous to A.

Examining the three matrices A, B, C, above, it can be seen
that, at each time step, it is only required to solve, for each
fixed pair (m2,m3) (at each x1-level) a linear upper triangular
system of size M1 − 1, and similarly for the other systems.
We refer to [4] for more details.

III. NUMERICAL IMPLEMENTATION

Here we apply our numerical method to solve 3D fractional
diffusion problems. An example is given to illustrate its
performance.

Our algorithm can be optimized, achieving an appreciable
acceleration, exploiting Google’s PageRank algorithm [8].
This method will be associated to an extrapolation technique,
which determines the coefficients which make it optimal. A
considerable amount of CPU time can be saved just resort-
ing to the extrapolation technique [1]. This procedure also
increases the accuracy of our algorithm up to the third order
in time, see [3], [12]. The extrapolated solution, qn(τ), is
evaluated as

qn(τ)=ψ1 p
n(τ) + ψ2 p

n

(
3

4
τ

)
+ψ3 p

n
(τ

2

)
+ψ4 p

n
(τ

4

)
,

(12)
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where the coefficients ψ’s are suitably determined, see [4].
Here we have displayed the dependence of pn on τ .

IV. A NUMERICAL EXAMPLE

Let the linear three dimensional fPDE

ν−1∂tp = K11 0D
α
1 p+K21 1D

α
2 p+K12 0D

β
2 p

+K22 2D
β
2 p+K13 0D

γ
3p+K23 3D

γ
2p

+d1 ∂1p+ d2 ∂2p+ d3 ∂3p+ f(x1, x2, x3, t),

(13)

where aD
α
b p denotes the fractional Riemann-Liouville deriva-

tive of p of order α, in the interval [a, b], be considered on the
domain (x1, x2, x3) ∈ [0, 2]3, 0 < t ≤ T , with

K11 = Γ(3− α)xα1 , K21 = Γ(3− α)(2− x1)α

K12 = Γ(3− β)xβ2 , K22 = Γ(3− β)(2− x2)β

K13 = Γ(3− γ)xγ1 , K23 = Γ(3− γ)(2− x3)γ ,

di =
1

4
xi, i = 1, 2, 3,

and the forcing term

f(x1, x2, x3, t)
:= −4 e−tx2

1x
2
2x

2
3(x1 − 2)(x2 − 2)

(x3 − 2)(3x1x2x3 − 5x1 − 5x2 − 5x3 + 8)
−[lα(x1, x3, t) + lγ(x− 3, x1, t) + lα(x2, x1, t)
+lβ(x1, x2, t) + lβ(x3, x2, t) + lγ(x2, x3, t)].

(14)

Here lδ(u, v, t) := g(u, t)hδ(v), being g(u, t) :=
32 e−tu2(2− u)2, and

hδ(u) := u2+(2−u)2−3(u3 + (2− u)3)

3− δ
+

3(u4 + (2− u)4)

(3− δ)(4− δ)
,

where δ can be α, β or γ.
Dirichlet homogeneous boundary conditions are imposed,

as well as the initial condition

p(x1, x2, x3, 0) = 4x2
1(2− x1)2x2

2(2− x2)2x2
3(2− x3)2.

The analytical solution to such a problem is given by

p(x1, x2, x3, t) = 4x2
1e
−t(2− x1)2x2

2(2− x2)2x2
3(2− x3)2,

see [6], and it is used to validate our 3D algorithm and test
its performance.

TABLE I
L∞ AND L2 NORM DISCREPANCIES FOR THE EXAMPLE, WHEN THE

balanced SCHEME IS USED, AT TIME T = 1, FOR SEVERAL VALUES OF N ,
AND τ = h = 2/N .

(α, β, γ) N ‖qnfADI − q
n
ADI‖∞ ||qnfADI − q

n
ADI ||2

(1.2, 1.2, 1.2) 256 6.1758E-7 3.8458E-6
512 2.2548E-7 7.8442E-7

(1.4, 1.5, 1.6) 256 2.8287E-7 1.1205E-6
512 3.7852E-8 3.7854E-7

(1.9, 1.9, 0.9) 256 1.1582E-7 5.7852E-7
512 1.7855E-8 5.0023E-7

(2.0, 2.0, 2.0) 256 8.1158E-8 8.7852E-7
512 1.7852E-8 6.7852E-8

Fig. 1. (a) Classical solution (obtained by a fine grid numerical ADI method
with τ = h/16 and h = 1/64), and (b) exact (analytical) fractional diffusion
solution with (α, β, γ) = (1.4, 1.5, 1.6), for x3 = 1 and T = 2. The same
forcing function was used in both cases.

Fig. 1 shows clearly the effect of replacing ordinary deriva-
tives, (α, β, γ) = (2, 2, 2), with fractional derivatives. Here,
(α, β, γ) = (1.4, 1.5, 1.6), which implies anomalous diffusion.

Fig. 2. Absolute numerical error between the exact and the numerical solution
of the fPDE of the Example, at T = 2, with (α, β, γ) = (1.4, 1.5, 1.6).

Fig. 2 shows the numerical errors ‖qn−Pn‖, in the L2 and
L∞ norms, on a log-scale, being Pn ≡ p(xm1

, xm2
, xm3

, tn)
the exact solution to the fPDE, and qn ≡ q, τ is its approxi-
mation given obtained through equation (12).
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V. CONCLUSION

An ADI method has been constructed to solve numerically
multidimensional fractional diffusion equations. The algorithm
is unconditionally stable, second-order in space, third-order in
time, and its convergence can be made faster by some ex-
trapolation strategy and the PageRank algorithm. The scheme
is better balanced with repect to previously existing schemes,
assigning an equal weight to the three steps, in each space
direction. More details can be found in [4].
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Abstract—Over a few decades researchers, working in the field 

of turbulence, are examining the zero-fourth cumulant model, 
proposed by Millionshchikov. Numbers of modifications have been 
suggested. In some cases the problem of negative energy at the initial 
stage is observed and further modification is suggested. Some have 
tried to point out that the value of fourth cumulant may not remain 
zero all through the hierarchy of eddies vis-à-vis over all length 
scales and suggested different modification.  

In the present paper we have tried to suggest a new model. Its 
viability has also been examined to some extent. In the final period 
decay of isotropic turbulence, the smallest eddies of the largest wave 
number only are active. Viscous dissipation of turbulent energy in the 
form of thermal energy takes place in this final period. The largest 

wave number is defined as 

1
3 4

k ν
−

∞

 
=  

 ²
. In the final period decay, 

neither inertia force nor pressure gradient takes part in the decay 
process. But these two terms, in fact, are the sources of third order 
moment.  

Keeping this in mind we have tried to develop a model for fourth 

cumulant, expressed as ( )24 2
4K u u= −

   in wave number space. 

In the present case we would use the symbol u  only, since in 

isotropy 4 4 4
1 2 3u u u= =    and 2 2 2

1 2 3u u u= =   . With targets given 

above, we present a model of 4K . 

 
Keywords—Millionschikov's hypothesis, zero-fourth cumulant 

hypothesis, homogeneous and isotropic turbulence, Hermite 
polynomial.  

I. INTRODUCTION 
N “zero fourth cumulant hypothesis” of Millionshchikov [1] 
second and fourth order moments are related as in normal 

distribution. The hypothesis goes also by the name of quasi-
normal hypothesis. Millionshchikov has proposed that the two 
point distribution of simultaneous velocity amplitudes in a 
turbulent flow is quasi-normal. A lot of research has been done 
on this hypothesis. Research papers of legendary 
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mathematicians like Heisenberg [2], Obukhov [3], Batchelor 
[4], Chandrasekhar [5] and Reid and Proudman [6] 
mentioning. Experimental results have also been analyzed by 
Batchelor and Uberoi [7] to verify the authenticity of this 
hypothesis.  

Heisenberg has extended the hypothesis to the distribution 
of Fourier coefficients in two times. On the other hand, Reid 
and Proudman examined the hypothesis in the decay of 
homogenous turbulence using three point simultaneous 
velocity fluctuations. Chandrasekhar has studied the 
hypothesis in hydromagnetic turbulence. Along with the 
experimental works of Batchelor and Uberoi, the theoretical 
works conducted by Ghosh [8] may be mentioned.  

Recently,  there is a spurt of work considering the viability 
or otherwise of this hypothesis. Bos & Rubenstein [9], Chen, 
H., Herring, J.R., Kerr, R.M., & Kraichnan R.H [10], Chen, S. 
& Kraichnan, R.H. [11], Mazumdar, H.P. & C. Mamaloukas 
[12] and Mamaloukas [13] have studied the hypothesis in 
detail.  

Suggestions have also been forwarded from time to time to 
modify the hypothesis. Ogura [14] has suggested some 
modification. Mirabel [15] has incorporated some 
modification to remove the discrepancies presented in the 
suggestion made by Ogura. The suggestion vis-à-vis objection 
regarding the viability of Millionshchikov hypothesis 
forwarded by Kraichnan [16] is note-worthy. In the present 
paper we shall try to suggest a modification of the “zero-fourth 
cumulant hypothesis” of Millionshchikov. We would confine 
our study to one-point one-time correlations in isotropic 
turbulence, and in wave number space as well. 

II. EQUATIONS OF MOTION IN ISOTROPIC TURBULENCE 
We have studied homogenous and isotropic turbulence. It is 
observed that in the final period of decay only the smallest 
eddies are active and viscous dissipation is the only 
mechanism through which turbulent energy decays in the form 
of thermal energy. The size or the length scale of these 

smallest eddies is given as 

1
3 4

0
νλ

 
=  

 ²
. In wave number space 

these smallest eddies have the largest wave number, as 
1

3 4
k ν

−

∞

 
=  

 ²
. In the final period of decay neither inertial force 

nor pressure gradient takes part in the decay process. But these 
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two terms, in fact, are the sources of third order moment. We 
now try to examine this point from the Navier-Stokes equation 
of homogenous and isotropic turbulence. The unit density, 
incompressible homogenous and isotropic fully developed 
turbulent flow in absence of external force is governed by the 
following equations. 
 

( ) ( ) ( ) ( ) ( )

( )

,
, , , ,

, 0

u x t
u x t u x t p x t u x t

t
u x t

ν
∂

+ ⋅∇ − ∇ = ∆  ∂
∇ =

     (1) 

 
Kraichnan & Panda [17] observe that in turbulent flow the 
variance of the nonlinear term in the Navier-Stokes equations 
i.e. ( ) ( ) ( ), , ,u x t u x t p x t⋅∇ − ∇    is on average smaller 

than what would be expected from a Gaussian estimate. More 
precisely, if one constructs a flow field consisting of random 
statistically independent Fourier modes exhibiting the same 
energy spectrum as the turbulent flow considered, the variance 
of the nonlinear term will be larger than that of the original 
field. This depletion of nonlinearity is the result of a self-
organization process of the turbulent flow, a process which is, 
itself, due to the nonlinear term in the Navier-Stokes 
equations. Kraichnan and Panda give importance on the 
velocity-vorticity alignment in turbulent flows. They show it to 
be one expression of a more general, underlying property of 
nonlinear systems. We consider that this depletion of 
nonlinearity is an important feature of turbulent flows, since 
the nonlinearity of the N-S equations is the heart of the 
turbulence problem. 

The nonlinear term of the Navier-Stokes equations is a 
vector and its mean value is zero in isotropic turbulence. It is 
important to study the strength of the fluctuations of the 
nonlinear term and its depletion.  

In order to examine the strength of the fluctuations of the 
nonlinear term and its depletion, we focus on the nonlinearity 
spectrum, which we shall define below. This spectrum 
measures the strength of the fluctuations of the nonlinear term 
as a function of scale, just like the energy spectrum does for 
the strength of velocity fluctuations. Whereas the 
characterization of the energy spectrum has received an 
enormous amount of attention in the field of turbulence 
research, only very few investigations consider the nonlinearity 
spectrum. To our knowledge, only the works by Chen, Herring 
& Kraichnan, Nelkin & Tabor [18] and Ishihara, T., Kaneda, 
Y., Yokokawa, M., Itakura, K. , & Uno, A [19] have 
considered this quantity. Chen et al. performed low resolution 
Direct Numerical Simulations and compared their results to 
the Direct Interaction Approximation (DIA). No information 
was obtained on the inertial range behavior of this quantity, 
since the Reynolds number was too low in their simulations. 
Higher Reynolds numbers could in principle be obtained by 
using the DIA, but physically incorrect behavior is observed 
by Kraichnan in the inertial range dynamics of the original 
Eulerian DIA. Nelkin & Tabor considered only the scaling of 
the potential part of the advection term, assuming that the full 
nonlinear term scales as its potential part. Only the high 

resolution simulations by Ishihara et al. give an idea on the 
inertial range scaling of several fourth order spectra.  

It is shown by Bos & Rubenstein that, in the inertial and 
dissipation range, the nonlinearity spectrum is given by 
 

( ) ( )
2 13
3 34w k u k f kη=  ² . 

 
For very high Reynolds numbers u  is the root-mean-square 
(rms) velocity fluctuation. The function ( )f kη  tends to a 
constant value in the inertial range and its value is 
approximately 0.8 times the value of its Gaussian estimate. 

The total depletion of nonlinearity is found to exhibit some 
sub-Gaussian behavior. Gryanik & Hartmann [20] have 
observed from CBL data that the Millionshchikov hypothesis 
of quasi-normal (Gaussian) distribution of the one-point 
fourth-order moments fails for convective boundary layer 
conditions. This is because the effect of the semi organized 
coherent structures (plumes) leads to skewed distributions; the 
third-order moments are non-zero. It must be connected with a 
certain order in the flows, but how this manifests itself in an 
instantaneous flow field cannot be guessed from the statistical 
considerations presented here. The nonlinear term consists of 
two parts: the advection term and the pressure gradient term. 
The pressure spectrum, (Gotoh & Fukayama [21]) ( )kπ  

scales approximately as ( ) ( )
4 1
3 3k k f kπ η

−
 ²  and the pressure 

gradient spectrum scales as ( ) ( )
73
34k k f kπ η

−
∇  ²  

It may be noted, however, that this scaling appears only at 
relatively high Reynolds number, compared to the appearance 
of K41 [22] scaling for the energy spectrum. It is shown by 
Bos & Rubenstein that at large Reynolds numbers the mean 
square nonlinearity is proportional to the Gaussian value, the 
ratio being 0.65. The variance of the nonlinearity is therefore 
dominantly determined by the advection term. The depletion 
of nonlinearity implies hereby directly a depletion of the 
sweeping compared to the kinematic sweeping induced by a 
field consisting of independent Fourier modes. Recent works 
of Hans C. Eggers and Martin Greinerb [23] and Servidio, S., 
Matthaeus, W. H., & Dmitruk, P. [24] are worth mentioning. 

In this context we refer to the work by Chen, H., Herring, 
J.R., Kerr, R.M., & Kraichnan, R.H., which discusses the 
possibility of a reduction of sweeping in turbulence. They 
argue that third order cumulants are small but nonzero 
quantities. But in the pre-viscous dissipation ranges, 
dominated by large eddies of smaller wave number k triple 
order interaction are so great in number that their total 
contribution cannot be ignored to get to the realistic analysis of 
turbulence. Chen, H., Herring, J.R., Kerr, R.M., & Kraichnan, 
R.H. argue that a complete reduction of sweeping is 
improbable for stochastically forced turbulence. Their 
arguments are not in disagreement with the experimental 
results, obtained thereafter. 

The dependence of the large and small scales and the 
sweeping is influenced, as estimated, by purely kinematic 
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arguments and is partially but definitely not completely 
suppressed. In this light, the depletion of nonlinearity can also 
be interpreted as a reduction of Eulerian acceleration, 
suggesting a larger Eulerian coherence for turbulence than for 
advection by random Fourier modes. The possible link of this 
enhanced coherence with inertial range and dissipation range 
intermittency is not clear at present. The super-Gaussian 
values of the large-scales of the nonlinearity spectrum were 
shown to be related to the non-Gaussianity of the Reynolds-
stress-fluctuation spectrum. The physical importance of this 
relation for the dynamics of turbulent flow seems to deserve 
further research. 

We mention here that a similar picture (large-scale super-
Gaussian behavior and sub-Gaussian inertial range and 
dissipation range behavior), was observed in the depletion of 
advection (Bos et al.), where the inertial range scaling of the 
advection spectrum also displayed a constant reduction with 
respect to its Gaussian value. 

III. THE PRESENT MODEL 
Given above the background of study of nonlinearity vis-à-vis 
third order moment of turbulent flow we would now try to 
present a new model of one point one time moment in 
homogenous and isotropic turbulence of incompressible fluid 
with unit density. The main considerations used for 
constructing the model may be enumerated as below. 

1. At the viscous dissipation range i.e where k → ∞ , 
turbulence energy dissipates only in the form of thermal 
energy. In this range interaction among eddies of different 
size ceases to exist. Distribution of Fourier components of 
velocity fluctuation is assumed Gaussian. Zero-fourth 
cumulant hypothesis is strictly followed in this range. 

2. As wave number becomes smaller and smaller a part of 
turbulence energy, not the whole, dissipates as thermal 
energy and the residual part is involved in interacting with 
Fourier modes of velocity fluctuations and cascading from 
smaller wave number to larger wave number. As k 
progresses to the smallest number, it crosses universal 
equilibrium range and large eddy range one after the other. 
In this passage the ratio between dissipated thermal energy 
and internal energy involved in interaction and cascading 
becomes less and less. In these ranges third order interaction 
is non-zero which indicates the strict presence of third order 
cumulant, however small it may be. 

In consideration of the above points, we now present the 
following model, It may be noted that we are restricting our 
study to wave number space only of isotropic turbulence. 
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With targets given above we present a near-Gaussian model of 
distribution of u. The probability density of the proposed 
model is given as below. 
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Here 0 for  , and  U=1 for  .U k k k k∞ ∞= ≈ <  In 

addition 'ic s  are given as below, 
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H is the Hermite polynomial. The first three Hermite 
polynomials in the above expression are given as below, 
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              (4) 

 
ω  being a probability density, it becomes equal to unity, if 
summed up over all Fourier modes. So, integrating over the 
whole range of u we get the following condition. 
 

1duω =∫                      (5) 

 
ω  becomes a Gaussian probability density ω′  in viscous 
dissipation range and fourth cumulant becomes equal to zero 
satisfying zero-fourth cumulant hypothesis of Millionshchikov. 
But in the other ranges it is not so. 

For viscuous dissipation range, when k → ∞  we have the 
following expression for ω , 
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ω′  in (6) is the probability density of Gaussian distribution, 
that supports zero-fourth cumulant hypothesis. For other 
ranges ( )k k∞<<  we shall use the expression ω′′  for ω′  to 

show the difference of these two probability densities. ω′′  is 
given as below,  
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It may be noted that the near-Gaussian probability, expressed 
by ω′′  is far from Gaussian ω′  
 
Integrating (7) over the whole range of values of u we get as 
below, 
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From (8) we can find the third order cumulant as below, 
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The third order cumulant is zero in Gaussian distribution. 

But for the present near-Gaussian distribution (9) we have the 
following expression for third order cumulant, after using (6)  
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IV. CONCLUSION 
It has been opined by Kraichnan that even if zero fourth 
cumulant theory of Millionshchikov does not hold good in 
fully developed turbulence, third order interaction is weak. 
Only because of large number of these interactions their total 
impact cannot be ignored. As a result, there is a nonzero third 
cumulant indicating non-Gaussianity in distribution of velocity 
components. From this understanding it may be conjectured 
that velocity components are distributed in a near Gaussian 
pattern. In this paper we have considered one time one point 
moments in isotropic turbulence. In the background of the sets 
of weak third order interaction we have used Hermite 
polynomial to build a non-Gaussian probability density for 
ranges beyond viscous dissipation range. 

We have ignored any change in the distribution of third 
order interaction in different ranges of turbulence. It may be 
observed that different non Gaussian probability densities may 
be considered by suitably truncating Hermite polynomials in 
their expressions. But the authenticity of such exercise would 
depend on experimental verification. This may be an open 
problem.  
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Abstract— In the current work an approach for fractal 

nanocluster 3-D modelling is proposed using the iterated affine 
transformations system method. The symmetry of regular polyhedra 
concept is applied. It is shown that the models can be used to 
interpret experimental results. 
 

Keywords— fractal, nanocluter, symmetry, polyhera, modelling, 
iterated affine transformations 

I. INTRODUCTION 
HE concept of reflection, turn and translation symmetries 
is widely used in crystallography to describe the 
formation principles of crystals [1,2]. However, 

nanosystems do not conform with Euclidean geometry’s 
principles and often form a variety non-Euclidean structures, 
including fractal structures with adaptive and biogenic 
properties [3-5]. These structures may seem chaotic, however 
it was found that the addition of components such as CNTs 
into a dispersed system can modify the morphology and 
properties of the resulting hybrid system without affecting the 
chemical composition [6,7]. Nowadays there is no universal 
method to describe such complex systems, which could 
characterize their symmetrical transformations combined with 
chaotic quality. 

II. METHOD 
A new 3-D modeling method based on the iterated affine 

systems algorithm [8,9] is proposed to describe the 
morphology of fractal nanosystems. The choice of the 
symmetry is of primary importance for the fractal formation, 
thus by defining the relative spacial arrangement of the 
contracting affine reflections of a primary space it is possible 
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to create a kernel cluster that will define the symmetry of the 
resulting dot fractal structure. 

For instance, to describe the morphology of a GaSb [10,11] 
cluster with an icosahedral fractal symmetry [3,12] 12 
reflections of a singular cube in Cartesian space are placed in 
the vertices of an icosahedron and one additional reflection is 
placed in the middle denoting a central cluster (Fig. 1). Each 
of the reflections have a primarily defined contraction ratio. 
The used system of affine transformation matrixes is the 
following: 

 

 

 

 

 

 

 

 

 

3-D modelling of fractal nanoclusters using the 
iterated affine transformations systems method 
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After the kernel cluster is defined, a random point is 
generated inside the primary cube. The affine transformation 
matrix functions that were used to build the icosahedral 
reflections are in series randomly applied to the point’s 
coordinates and the generated coordinates are stored in an 
array, which is then displayed (Fig. 2). 

 

 
Fig. 1. The 13 affine reflections of a singular cube. 

 
The achieved model being randomly generated has the 

chaotic properties of real systems. However every next 
generated model can not be clearly singled out due to the 
invariance, achieved by the large number of points.  

The model conforms with the used RVE-based modelling 
method [13] where after generating a law for particle space 
occupation the space is extrapolated to larger scale levels. 
However, the presented model clearly describes the intrinsic 
symmetry of nanoclusters, conforms to their finiteness and 
fractal scale independency. 

In [6] a CNT doped dispersed hydrated system CaSO4 –
 H2O – CNT was studied where a chaotic fractal system of 
short CNTs turned into a symmetrical fractal system with the 

Fig. 2. The fractal dot model with an icosahedral symmetry, 30 000 
dots with the corresponding affine reflections of a singular cube. 

 
introduction of gyps. The symmetry of the resulting hybrid 

clusters can be described by the octahedral symmetry using 
the following affine transformations system 

 

 

 

 

 

 

 
which generates the following affine reflections and 

resulting model (Fig. 3). 
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Fig. 3. The affine reflections for an octahedral symmetric system and 

the generated fractal dot model, 20 000 dots. 
 

By introducing random deformations to the primary 
reflections the morphology of the resulting cluster is also 
affected (Fig. 4, 5). 

 

 
Fig. 4. An octahedral symmetrical model. The randomly modified 

affine reflections of a singular cube.  

III. CONCLUSION 
The obtained symmetrical objects qualitatively better 

represent real structures, keeping the chaotic properties of 
natural objects, that are not represented in purely deterministic 
fractal models. The further development of the method can 
show the importance of the regular polyhedra symmetries for 
the formation of nanoclusters. The method is capable of 
describing fractal systems of different kinds and could be used 
for fractal nanosystems’ symmetry characterization. 

 
Fig. 5. The 3-D dot symmetrical octahedral model generated with 
minor random modifications to the affine transformations system. 
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Local quarticC
2 spline quasi-interpolation on 3D
bounded domains

Catterina Dagnino, Paola Lamberti and Sara Remogna

Abstract—Given a 3D bounded domain, in this paper we present
new quasi-interpolating spline schemes, based on trivariateC

2 quartic
box splines on type-6 tetrahedral partitions with approximation order
four. They are of near-best type, i.e. with coefficient functionals
obtained by minimizing an upper bound for their infinity norm.
Such quasi-interpolants can be used for the reconstruction of gridded
volume data and their higher smoothness is useful, for example, when
functions have to be reconstructed withC

2 smoothness.
Moreover, we give norm and error bounds. Finally, some numerical

tests, illustrating the approximation properties of the proposed quasi-
interpolants, and comparisons with other known spline methods are
presented.

Keywords—Trivariate box spline, quasi-interpolation, type-6 tetra-
hedral partition, approximation order, gridded volume data.

I. I NTRODUCTION

In this paper we consider the problem of constructing
appropriate non-discrete models from given discrete volume
data. The development of such trivariate models is important
because it is the theoretical basis for many applications, such
as scientific visualization, computer graphics and medical
imaging. Indeed, the volume data sets typically represent some
kind of density acquired by devices like CT or MRI sensors.
Such a type of input data is structured, so that the samples are
arranged on a regular three-dimensional grid.

In several approaches the underlying mathematical models
use trivariate tensor-product splines (see e.g. [2], [17]), but
they use piecewise polynomials of high degree and they usu-
ally require (approximate) derivative data at certain prescribed
points.

Schemes represented by blending sums of univariate and
bivariateC1 quadratic spline quasi-interpolants (see e.g. [14],
[15]), quite close to tensor-product ones, provide approxima-
tion order three.

Lower total degreeC1 spline models based on trivariate
splines defined on type-6 tetrahedral partitions [11], [16] yield
approximation order two.

Recently, methods based on trivariate box splines with
C2 smoothness have been proposed [5], [7], [8], [13]. They
achieve approximation order four, but they are defined on the
whole spaceR3. If we use them on a bounded domainΩ of
R

3, we need data points outsideΩ for their construction. Since
the functionf to be approximated may not be defined outside
Ω, in the applications it is important to obtain spline models
using data points inside or on the boundary of the domain.

Department of Mathematics, University of Torino, via C. Alberto 10, 10123
Torino, Italy. E-mail: catterina.dagnino@unito.it, paola.lamberti@unito.it,
sara.remogna@unito.it

Here we propose and analyse new quasi-interpolants ex-
pressed as linear combination of scaled translates of the
trivariateC2 quartic box splineB [12] on a type-6 tetrahedral
partition and local functionals, defined as linear combinations
of values off at specific points inside or on the boundary∂Ω
of the domainΩ. Such operators are exact on the spaceP3 of
trivariate polynomials of total degree at most three and they
have approximation order four. They are of near-best type,
i.e. with coefficient functionals obtained by minimizing an
upper bound for their infinity norm (see e.g. [1], where the
concept of “near-best” is given in the bivariate case). The main
problem in their construction consists in finding the coefficient
functionals associated with boundary generators (i.e. scaled
translate box splines with supports not completely insideΩ),
involving only data points inside or on the boundary of the
domain. Furthermore, we give norm and error bounds. Finally,
some numerical tests, illustrating the approximation properties
of the proposed quasi-interpolants, and comparisons with other
known spline methods are presented.

II. QUASI-INTERPOLATION IN THE SPLINE SPACE

S2
4(Ω, Tm)

Let m1, m2 and m3 be positive integers and letΩ =
[0,m1h] × [0,m2h] × [0,m3h], h > 0, be a parallelepiped
subdivided intom1m2m3 equal cubes and endowed with the
type-6 tetrahedral partitionTm, m = (m1,m2,m3) (see Fig.
1).

(a) (b)

Fig. 1. (a) Cube partition.(b) Uniform type-6 tetrahedral partition, obtained
by subdividing each cube into 24 tetrahedra.

Let

A =







−1 ≤ i ≤ m1 + 2,
α = (i, j, k), −1 ≤ j ≤ m2 + 2, α /∈ A′

−1 ≤ k ≤ m3 + 2;







,
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with A′ the set of indices defined by

A′ = {(i,−1,−1), (i,m2 + 2,−1),
(i,−1,m3 + 2), (i,m2 + 2,m3 + 2),
for − 1 ≤ i ≤ m1 + 2,
(−1, j,−1), (m1 + 2, j,−1),
(−1, j,m3 + 2), (m1 + 2, j,m3 + 2),
for 0 ≤ j ≤ m2 + 1,
(−1,−1, k), (m1 + 2,−1, k),
(−1,m2 + 2, k), (m1 + 2,m2 + 2, k),
for 0 ≤ k ≤ m3 + 1}.

We define the space generated by the B-splines{Bα, α ∈ A}

S2
4(Ω, Tm) =

{

s =
∑

α∈A

aαBα, aα ∈ R

}

,

where

Bα(x, y, z) = Bi,j,k(x, y, z)
= B

(

x
h
− i + 1, y

h
− j + 1, z

h
− k + 3

)

,

whose supports are centered at

Cα = Ci,j,k =

((

i − 1

2

)

h,

(

j − 1

2

)

h,

(

k − 1

2

)

h

)

(1)

and overlap withΩ, are the scaled translates ofB, the box
spline of degree four withC2 smoothness [12], whose support
is the truncated rhombic dodecahedron centered at( 1

2 , 1
2 , 5

2 )
and contained in the cube[−2, 3] × [−2, 3] × [0, 5].

We remark thatS2
4(Ω, Tm) is a subspace of the whole space

of all trivariateC2 quartic splines onTm. Moreover, it is well-
known thatP3 ⊂ S2

4(Ω, Tm) andP4 6⊂ S2
4(Ω, Tm).

In the spaceS2
4(Ω, Tm) we define quasi-interpolants (QIs)

of the form
Qf =

∑

α∈A

λα(f)Bα, (2)

where
λα(f) =

∑

β∈Fα

σα(β)fβ , (3)

are linear combinations of valuesfβ = f(Mβ) of f at specific
points

{

Mβ = Mi,j,k = (si, tj , uk), β ∈ Fα, Fα ⊂ AM
}

that lie in some neighbourhood of the support ofBα ∩ Ω,
with

- AM = {(i, j, k), 0 ≤ i ≤ m1 + 1, 0 ≤ j ≤ m2 + 1, 0 ≤
k ≤ m3 + 1};

- s0 = 0, si = (i − 1
2 )h, 1 ≤ i ≤ m1, sm1+1 = m1h;

t0 = 0, tj = (j − 1
2 )h, 1 ≤ j ≤ m2, tm2+1 = m2h;

u0 = 0, uk = (k− 1
2 )h, 1 ≤ k ≤ m3, um3+1 = m3h;

- {σα(β)} real numbers, obtained so thatQf ≡ f for all
f in P3.

In the definition of the functionals, we consider a number
of data points greater than the number of conditions we are
imposing, in order to obtain a system of equations with free
parameters, that we choose by minimizing an upper bound for
the infinity norm of the operatorQ.

From (3), it is clear that, for‖f‖∞ ≤ 1 and α ∈ A,
|λα(f)| ≤ ‖σα‖1, whereσα is the vector with components

σα(β). Therefore, since the scaled translates ofB form a
partition of unity [3], we deduce immediately

‖Q‖∞ ≤ max
α∈A

|λα(f)| ≤ max
α∈A

‖σα‖1.

Now, we can try to find a solution of the minimization problem

min
{

‖σα‖1 : σα ∈ R
card(Fα), Vασα = bα

}

,

whereVασα = bα is the linear system expressing thatQ is
exact onP3.

Now, we explain the logic behind our approach, proposing a
general method for the construction of coefficient functionals
(3).

Fixed the scaled translate box splineBα = Bi,j,k, for any
n ≥ 1, we defineΛn

α = Λn
i,j,k the octahedron centered at

the pointCi,j,k, given in (1), with verticesCi±n,j,k, Ci,j±n,k,
Ci,j,k±n. We denote bȳΛn

α = Λ̄n
i,j,k the set of pointsΛn

i,j,k ∩
[(

Z − 1
2

)

h
]3

(see Figs. 2 and 3 forn = 2 and3, respectively).

Fig. 2. The octahedronΛn
i,j,k

with the corresponding points̄Λn
i,j,k

, for
n = 2.

Fig. 3. The octahedronΛn
i,j,k

with the corresponding points̄Λn
i,j,k

, for
n = 3.

If, for a fixed n, we used the points in̄Λn
α, as data points

in the definition (3) of the coefficient functionalλα(f), some
of them could lie outsideΩ. Therefore, in order to have all
data points inside or on the boundary ofΩ, we project them
on ∂Ω, obtaining a new set that we still call̄Λn

α. We remark
that Λ̄n

α ⊂ AM .
Then, for the construction ofλα(f), we impose the exact-

ness ofQ onP3, getting twenty conditions (or less than twenty
in case of symmetry). Thus, we choose a starting value forn,
we construct a scheme for the coefficient functional based on
the data point set̄Λn

α and containing at least twenty unknown
parameters (or less than twenty in case of symmetry). We solve

Recent Advances in Mathematics, Statistics and Economics

ISBN: 978-1-61804-225-5 132



the resulting linear system and, in case of free parameters, we
minimize the norm‖σα‖1.

In order to reduce such a norm, we increase the value ofn
and we repeat the process above explained.

Since a large number of QIs can be constructed, we have to
choose a specificn for each coefficient functional in (2). For
this choice we have taken into account the following remarks:
since the norm reduction slows down asn increases, we have
to strike a balance betweenn and the value‖σα‖1, in order
to keep the data points in a neighbourhood of the support of
Bα ∩ Ω. Therefore, following this approach and taking into
account the values of‖σα‖1 andn, we define a particular QI
whose coefficient functionals are given in [6].

Now we give an upper bound for the infinity norm of the
proposed quasi-interpolating operator and error estimates for
it [6].

Theorem 1. For the operator Q, the following bound holds

‖Q‖∞ ≤ 9.945.

Standard results in approximation theory [3], [4] allow us
to immediately deduce the following theorem.

Theorem 2. Let f ∈ C4(Ω) and |γ| = 0, 1, 2, 3 with γ =
(γ1, γ2, γ3), |γ| = γ1 + γ2 + γ3. Then there exist constants
Kγ > 0 such that

‖Dγ(f − Qf)‖∞ ≤ Kγh4−|γ| max
|β|=4

∥

∥Dβf
∥

∥

∞
,

where Dβ = Dβ1β2β3 = ∂|β|

∂xβ1∂yβ2∂zβ3
.

III. N UMERICAL TESTS

Now we present some numerical results in order to illustrate
both the approximation properties and the visual quality of our
C2 trivariate splines. Box splines are evaluated by an algorithm
based on the Bernstein-Bézier form of the box spline, proposed
by Kim and Peters [9] and, since we deal with volumetric
data, we visualize some isosurfaces of our trivariate quasi-
interpolating splines, generated as a very fine triangular mesh
by using the Matlab procedureisosurface [10].

We want to compare our method with other ones proposed
in the literature [11], [14], [16], therefore we consider the same
test functions there presented, i.e.

- the Marschner-Lobb function

f1(x, y, z) =
1

2(1 + β1)

(

1 − sin
πz

2
+ β1 (1+

cos

(

2πβ2 cos

(

π
√

x2+y2

2

))))

with β1 = 1
4 andβ2 = 6 on Ω = [−1, 1]3. This function

is extremely oscillating and therefore it represents a diffi-
cult test for any efficient three-dimensional reconstruction
method;

- the smooth trivariate test function of Franke type

f2(x, y, z) =
1

2
e−10((x− 1

4
)2+(y− 1

4
)2)

+ 3
4e−16((x− 1

2
)2+(y− 1

4
)2+(z− 1

4
)2)

+
1

2
e−10((x− 3

4
)2+(y− 1

8
)2+(z− 1

2
)2)

− 1
4e−20((x− 3

4
)2+(y− 3

4
)2)

on Ω = [0, 1]3;
- f3(x, y, z) = 1

9 tanh(9(z−x− y)+1) on Ω = [− 1
2 , 1

2 ]3.

Here we assumem1 = m2 = m3 = m and m =
16, 32, 64, 128. For the evaluation ofQf , we consider a
139 × 139 × 139 uniform three-dimensional gridG of points
in the domain and, for each test function, we compute the
maximum absolute error

ESf := max
(u,v,w)∈G

|f(u, v, w) − Sf(u, v, w)|,

with S = Q, Sq, Sc, R1 where

- Qf is our quasi-interpolant with approximation order four
andλα(f) given in [6];

- Sqf is the quadraticC1 quasi-interpolant with approxi-
mation order two, studied by N̈urnberger et al. [11];

- Scf is the cubicC1 quasi-interpolant with approximation
order two, studied by Sorokina and Zeilfelder [16];

- R1f is the near-best quasi-interpolant with approximation
order three, defined as blending sum of univariate and
bivariate C1 quadratic spline quasi-interpolants, on a
partition ofΩ into vertical prisms with triangular sections,
studied by Remogna and Sablonnière [14].

We report the results in Table I with an estimate of the
approximation order,rf , obtained by the logarithm to base
two of the ratio between two consecutive errors.

TABLE I
MAXIMUM ABSOLUTE ERRORS AND NUMERICAL CONVERGENCE ORDERS.

m EQf1 rf1 ESq
f1 rf1 ESc

f1 rf1 ER1
f1 rf1

16 2.0(-1) 1.9(-1)
32 1.3(-1) 0.6 1.8(-1) 1.8(-1) 1.5(-1) 0.4
64 6.5(-2) 1.0 1.2(-1) 0.5 1.2(-1) 0.5 3.2(-2) 2.2
128 2.1(-2) 1.7 4.0(-2) 1.6 4.0(-2) 1.6 4.6(-3) 2.8
m EQf2 rf2 ESq

f2 rf2 ESc
f2 rf2 ER1

f2 rf2

16 1.7(-2) 4.3(-2) 4.3(-2) 6.6(-3)
32 8.0(-4) 4.4 1.1(-2) 2.0 1.1(-2) 2.0 8.2(-4) 3.0
64 5.2(-5) 3.9 2.8(-3) 2.0 2.8(-3) 2.0 9.8(-5) 3.1
128 3.3(-6) 4.0 6.9(-4) 2.0 6.9(-4) 2.0 8.5(-6) 3.5
m EQf3 rf3 ESq

f3 rf3 ESc
f3 rf3 ER1

f3 rf3

16 6.2(-3) 8.8(-3) 6.2(-3)
32 8.2(-4) 2.9 2.4(-3) 1.9 1.1(-3) 2.5
64 8.9(-5) 3.2 6.3(-4) 1.9 1.7(-4) 2.7
128 7.9(-6) 3.5 1.6(-4) 2.0 1.7(-5) 3.3

Comparing the results, we can notice that using ourC2

quartic splines, the error decreases faster than usingSq, Sc

andR1, except in case of functionf1 for which the errors are
comparable.

Moreover, in order to explore the volumetric data and to
show the good approximation properties of the operatorQ,
here proposed, we visualize some isosurfaces of the trivariate
C2 splines approximating the considered test functions.

In Fig. 4(a), we show the isosurface obtained fromf1 with
isovalueρ = 1/2, i.e. a view on the set of all points(x, y, z) ∈
[−1, 1]3, such thatf1(x, y, z) = ρ. In Fig. 4(b), we show
the isosurface of the approximating splineQf1 with isovalue
ρ = 1/2, with m = 64 and the maximal error is color coded
from red≈ 6.5 · 10−2 to blue= 0.

Moreover, a visualization of the splineQf2, for m = 32,
using isovaluesρ = −0.1, 0, 0.1, 0.2, 0.5 and 0.8, is shown in
Fig. 5, where we color coded the maximal error from red
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to blue (see the colorbar in each figure). For a qualitative
visual comparison with competing methods, we can refer to
the corresponding isosurfaces shown in [11] and we can notice
the good performances of our method.

(a)

(b)

Fig. 4. For the isovalueρ = 1/2 the isosurface of(a) f1 and (b) Qf1,
with m = 64.

IV. CONCLUSION

In this paper, we have presented new quasi-interpolating
spline schemes, more precisely of near-best type, defined on
3D bounded domains and based on trivariateC2 quartic box
splines on type-6 tetrahedral partitions with approximation
order four. Due to their use for the reconstruction of gridded
volume data, their construction involves only data points either
inside or on the boundary of the domain. We have also
given norm and error estimates and presented some numerical
tests, illustrating the approximation properties of the proposed
quasi-interpolants, and comparisons with other known spline
methods.

Finally we refer to [6] for some examples based on real
world data that can be considered as typical for many appli-
cations, where a precise evaluation and a high visual quality
are the goals of visualization. In particular, starting from a
discrete set of data, we have obtained a non-discrete model of
the real object withC2 smoothness.

REFERENCES
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Addressing the Feasibility of the Parameters of
Strongly Regular Graphs with a MacLaurin Series

Approach
Vasco Moço Mano and Luı́s Almeida Vieira.

Abstract—In the environment of Euclidean Jordan algebras,
we consider a Jordan frame associated to the adjacency matrix of
a strongly regular graph and construct a MacLaurin series with
an element of the frame. From this series we establish feasibility
conditions for the existence of strongly regular graphs.

Keywords-Strongly regular graph, Euclidean Jordan algebra,
Matrix analysis.

I. INTRODUCTION

ON the article Strongly regular graphs, partial geome-
tries and partially balanced designs, [1], R. C. Bose

introduced a class of regular graphs governed by a set of
four parameters. One very challenging problem concerning
these graphs, lately called strongly regular, is to find good
feasibility conditions over their parameter sets, in order to filter
potential strongly regular graphs. A short survey on the theory
of strongly regular graphs is made in Section II.

Throughout this paper we take an Euclidean Jordan al-
gebraic approach to address this problem. By considering a
special Euclidean Jordan algebra associated to the adjacency
matrix of a strongly regular graph, Section IV, we constructed
a MacLaurin series that allowed us to establish some feasibility
conditions over the set of parameters of a strongly regular
graph, Section V.

Euclidean Jordan algebras were introduced in the paper [2]
and, since then, they have been applied to different branches of
mathematics. For instance, there are applications to statistics,
[3], to interior point methods, [4] or [5] and to combinatorics,
[6], [7], [8]. The basic definitions and main results for our
work are presented in Section III.

We finish our paper with some experimental results where
we test our admissibility conditions as well as some conclu-
sions, Section VI.

II. GENERAL CONCEPTS ON STRONGLY REGULAR
GRAPHS

Along this paper, we consider only simple graphs, that is,
graphs without loops and parallel edges, herein called graphs.

A graph in which all pairs of vertices are adjacent (non-
adjacent) is called a complete (null) graph. The number of
neighbors of a vertex v in V (X) is called the degree of v.

Vasco Moço Mano and Luı́s Vieira is with Department of Civil Engineering
of Faculty of Engineering of University of Porto, Portugal e-mail: vascomo-
comano@gmail.com and lvieira@fe.up.pt.

Manuscript received April 19, 2005; revised January 11, 2007.

If all vertices of a graph X have degree k, for some natural
number k, then X is k-regular.

We associate to a graph X an n by n matrix A = [aij ],
where each aij = 1, if vivj ∈ E(X), otherwise aij = 0,
called the adjacency matrix of X . The eigenvalues of A are
simply called the eigenvalues of X .

A non-null and not complete graph X is strongly regular
with parameters (n, k, a, c) if it is k-regular, each pair of
adjacent vertices has a common neighbors and each pair of
non-adjacent vertices have c common neighbors. It is well
known that the parameter set, (n, k, a, c), of a strongly regular
graph satisfy the following equality

k(k − a− 1) = (n− k − 1)c. (1)

Also (see, for instance, [9]), the eigenvalues of a strongly
regular graph X with parameters (n, k, a, c) are k, θ and τ ,
where θ and τ are given by

θ =
a− c+

√
(a− c)2 + 4(k − c)

2
(2)

τ =
a− c−

√
(a− c)2 + 4(k − c)

2
. (3)

Note that θ and τ , usually called the restricted eigenvalues
of X , are such that the former is positive and the latter is
negative. Their multiplicities can also be obtained from the
parameters of X as follows (see, for instance, [9]):

mθ =
1

2

(
n− 1− (θ + τ)(n− 1) + 2k

θ − τ

)
(4)

mτ =
1

2

(
n− 1 +

(θ + τ)(n− 1) + 2k

θ − τ

)
, (5)

where mθ and mτ are the multiplicities of θ and τ , respec-
tively.

If X is a strongly regular graph with parameters (n, k, a, c),
then its complement graph, G is also strongly regular with
parameters (n, k̄, ā, c̄), where

k̄ = n− k − 1, (6)
ā = n− 2− 2k + c, (7)
c̄ = n− 2k + a. (8)

A very important problem on the study of these graphs is to
find suitable admissibility conditions over their parameter sets
in order to allow us to decide whether a given parameter set
can produce a strongly regular graph or not. We have already
presented some trivial feasibility conditions for the parameters
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of a strongly regular graph. In fact, it is clear that given any
natural numbers k, a and c, equality (1) has to produce a
natural n. Using a same kind of reasoning, formulas (4) and
(5) must produce natural numbers for mθ and mτ . Finally, note
that while (6) and (8) yield positive numbers, the same is not
guaranteed for (7). Besides these trivial feasibility conditions,
there are many nontrivial conditions widely used for checking
the feasibility of a parameter set of a strongly regular graph.

The eigenvalues of a strongly regular graph satisfy the
following inequalities, known as the Krein conditions, [11]:

(θ + 1)(k + θ + 2θτ) ≤ (k + θ)(τ + 1)2, (9)
(τ + 1)(k + τ + 2θτ) ≤ (k + τ)(θ + 1)2. (10)

It was also proved (see [12]) that the multiplicities of the
eigenvalues satisfy the so-called Seidel’s absolute bounds:

n ≤ mθ(mθ + 3)

2
, (11)

n ≤ mτ (mτ + 3)

2
. (12)

These inequalities where improved by Neumaier (see [13]) in
some particular cases.

Finally, A. E. Brouwer obtained the following condition (see
[14]), known as the claw bound:

2(θ + 1) ≤ τ(τ + 1)(c+ 1), (13)

if c 6= τ2 and c 6= τ(τ + 1).
We say that a parameter set (n, k, a, c) is feasible if all of

the above conditions are satisfied. With these conditions, many
of the parameter sets are discarded as possible parameters
sets of strongly regular graphs. However, to decide whether
a set of parameters is the parameter set of a strongly regular
graph it is one of the main problems on the study of strongly
regular graphs. In fact, there are still many parameter sets
for which we do not know if they correspond to a strongly
regular graph. To address some of these open problems we
studied the relationship between these graphs and Euclidean
Jordan algebras, which will be presented in Section III.

It is worth notice that the Krein conditions (9)-(10) and
the Seidel’s absolute bounds (11)-(12) are special cases of
general inequalities obtained for association schemes, since
strongly regular graphs are symmetric association schemes
with two classes. For more information on these more complex
combinatorial structures it is suggested the reading of [10], for
instance.

III. A SHORT INTRODUCTION TO EUCLIDEAN JORDAN
ALGEBRAS

In this section relevant concepts for our work are shortly
surveyed. These can be seen, for instance, in [15].

Let V be a real vector space with finite dimension and a
bilinear mapping (u, v) 7→ u • v from V × V to V , such that
for each u ∈ V the algebra spanned by u is associative. Then,
V is called a real power associative algebra. If V contains an
element, e, such that for all u in V , e • u = u • e = u, then e
is called the unit element of V .

Considering a bilinear mapping (u, v) 7→ u • v, if for all u
and v in V we have (J1) u • v = v •u and (J2) u • (u2 • v) =
u2•(u•v), with u2 = u•u, then V is called a Jordan algebra.
If V is a Jordan algebra with unit element, then V is power
associative (see [15]). Along this paper we only consider finite
dimensional real Jordan algebras.

Given a Jordan algebra V with unit element e, if there is an
inner product < ·, · > that verifies the equality < u•v, w >=<
v, u•w >, for any u, v, w in V , then V is called an Euclidean
Jordan algebra.

An element c in an Euclidean Jordan algebra V , with unit
element e, is an idempotent if c2 = c. Two idempotents c and
d are orthogonal if c • d = 0. An idempotent is primitive if it
is non-zero and cannot be written as the sum of two non-zero
idempotents.

We call the set {c1, c2, . . . , ck} a complete system of or-
thogonal idempotents if
(i) c2i = ci,∀i ∈ {1, . . . , k};

(ii) ci • cj = 0,∀i 6= j and
(iii) c1 + c2 + · · ·+ ck = e.
Additionally, if every ci, i ∈ {1, . . . , k} is primitive,
{c1, c2, . . . , ck} is called a Jordan frame.

Let V be an Euclidean Jordan algebra with unit element e.
Then, for every u in V , there are unique distinct real numbers
λ1, λ2, . . . , λk, and an unique complete system of orthogonal
idempotents {c1, c2, . . . , ck} such that

u = λ1c1 + λ2c2 + · · ·+ λkck, (14)

with cj ∈ R[u], j = 1, . . . , k, see [15, Theorem III.1.1]. These
λj’s are the eigenvalues of u and (14) is called the first spectral
decomposition of u. A similar result for Jordan frames is given
in [15, Theorem III.1.2] and we obtain the second spectral
decomposition that is analogous to (14). The difference is that
in the second spectral decomposition the λ’s are not all distinct
and appear with their respective multiplicities.

The rank of an element u in V is the least natural number k,
such that the set {e, u, . . . , uk} is linearly dependent (where
uk = u • uk−1), and we write rank(u) = k. This concept
is expanded by defining the rank of the algebra V as the
natural number rank(V) = max{rank(u) : u ∈ V}. The
elements of V with rank equal to the rank of V are the
regular elements of V . This set of the regular elements is
an open and dense subset in V . If u is a regular element
of V , with r = rank(u), then the set {e, u, u2, . . . , ur} is
linearly dependent and the set {e, u, u2, . . . , ur−1} is linearly
independent. Thus we may conclude that there exist unique
real numbers a1(u), . . . , ar(u), such that ur − a1(u)ur−1 +
· · ·+(−1)rar(u)e = 0, where 0 is the null vector of V . Making
the necessary adjustments we obtain the polynomial in λ

p(u, λ) = λr − a1(u)λr−1 + · · ·+ (−1)rar(u), (15)

that is called the characteristic polynomial of u, where each
coefficient ai is a homogeneous polynomial of degree i in
the coordinates of u in a fixed basis of V . Although the
characteristic polynomial is defined for a regular element of V ,
we can extend this definition to all the elements of V , since
each polynomial ai is homogeneous and the set of regular
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elements of V is dense in V . The roots of the characteristic
polynomial of u, λ1, λ2, . . . , λr, are called the eigenvalues
of u. Furthermore, the coefficients a1(u) and ar(u) of the
characteristic polynomial of u, are called the trace and the
determinant of u, respectively.

IV. A JORDAN FRAME ASSOCIATED TO A STRONGLY
REGULAR GRAPH

We consider a strongly regular graph in the environment of
Euclidean Jordan algebras, in a similar way as we did in [8].

From now on we consider the Euclidean Jordan algebra of
real symmetric matrices of order n, V , such that ∀A,B ∈ V ,
A • B = (AB + BA)/2, where AB is the usual product of
matrices. Furthermore, the inner product of V is defined as
< A,B >= tr(AB), where tr(·) denotes the classical trace of
matrices, that is the sum of its eigenvalues.

Let X be a strongly regular graph with parameter set
(n, k, a, c) and let A be the adjacency matrix of X with three
distinct eigenvalues, namely the degree of regularity k, and the
restricted eigenvalues θ and τ , given in (2) and (3). Now we
consider the Euclidean Jordan subalgebra of V , V ′, spanned by
the identity matrix of order n, In, and the powers of A. Since
A has three distinct eigenvalues, then V ′ is a three dimensional
Euclidean Jordan algebra with rank(V ′) = 3.

Let B = {E0, E1, E2} be the Jordan frame of V ′ associated
to A, with

E0 =
A2 − (θ + τ)A+ θτIn

(k − θ)(k − τ)
=
Jn
n
,

E1 =
A2 − (k + τ)A+ kτIn

(θ − τ)(θ − k)
,

E2 =
A2 − (k + θ)A+ kθIn

(τ − θ)(τ − k)
,

where Jn is the matrix whose entries are all equal to 1. The
elements of B can be rewritten under the basis {In, A, Jn −
A− In} of V ′ in the following manner:

E0 =
θ − τ

n(θ − τ)
In +

θ − τ
n(θ − τ)

A

+
θ − τ

n(θ − τ)
(Jn −A− In) ,

E1 =
|τ |n+ τ − k
n(θ − τ)

In +
n+ τ − k
n(θ − τ)

A

+
τ − k

n(θ − τ)
(Jn −A− In) ,

E2 =
θn+ k − θ
n(θ − τ)

In +
−n+ k − θ
n(θ − τ)

A

+
k − θ

n(θ − τ)
(Jn −A− In) .

Let Mn(R) the space of square matrices with real entries
and byMm,n(R) the space of m×n matrices with real entries.
We consider the Hadamard product, defined for two matrices
A, B of order n as the componentwise product: (A ◦B)ij =
AijBij and the Kronecker product, for matrices C = [cij ] ∈

Mm,n(R) and D = [dij ] ∈Mp,q(R), defined by

C ⊗D =

 c11D · · · c1nD
...

. . .
...

cm1D · · · cmnD

 .

We now introduce a specific notation that will be used in
the following sections. Consider the natural number p. Then,
for A ∈ Mn(R), we denote by A◦p and A⊗p the Hadamard
power of order p of A and the Kronecker power of order p of
A, respectively, with A◦1 = A and A⊗1 = A.

V. A FEASIBILITY CONDITION ASSOCIATED TO A
MACLAURIN SERIES

Consider the idempotent E2 given in the previous section.
The eigenvalues of E2 are given by

q0 =
θn+ k − θ
n(θ − τ)

+
−n+ k − θ
n(θ − τ)

k

+
k − θ

n(θ − τ)
(n− k − 1) ,

q1 =
θn+ k − θ
n(θ − τ)

+
−n+ k − θ
n(θ − τ)

θ

+
k − θ

n(θ − τ)
(−θ − 1) ,

q2 =
θn+ k − θ
n(θ − τ)

+
−n+ k − θ
n(θ − τ)

τ

+
k − θ

n(θ − τ)
(−τ − 1) .

From E2 we build the following partial sum:

S2l =
2l∑
j=1

(−1)j−1
(E◦22 )◦(2j−1)

2j − 1

+
1

3

(
θn+ k − θ
n(θ − τ)

)3 1−
(
θn+k−θ
n(θ−τ)

)l
1−

(
θn+k−θ
n(θ−τ)

)4 In.
Since V ′ is closed under the Hadamard product and B is a
basis of V ′, we can write S2l as:

S2l =

2∑
i=0

qiS2l
Ei,

where the qiS2l
, i ∈ {0, 1, 2} are the eigenvalues of S2l. We

prove that qiS2l
≥ 0, ∀i ∈ {0, 1, 2}. First, we note the following

identity regarding one of the eigenvalues of E◦22 :(
θn+ k − θ
n(θ − τ)

)2

+

(
−n+ k − θ
n(θ − τ)

)2

k

+

(
(k − θ)
n(θ − τ)

)2

(n− k − 1) =
θn+ k − θ
n(θ − τ)

.

Secondly, since all of the eigenvalues of E2 are smaller in
modulus that q0, then the summands of S2l, when j − 1 is
odd are smaller, in modulus, than(

θn+ k − θ
n(θ − τ)

)2j−1

.
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For this assertion we also use the property

λmax((A1 ◦ · · · ◦Ai)) ≤ λmax((A1)) . . . λmax((Ai)),

where λmax(A) denotes the maximum eigenvalue of the matrix
A. Therefore, we conclude that all the eigenvalues of S2l are
nonnegative.

Now we consider the series:

S∞ =

[
arctan

(
(θn+ k − θ)
n(θ − τ)

)2

+
1

3

(
θn+ k − θ
n(θ − τ)

)3
1

1−
(
θ∗n+k−θ
n(θ−τ)

)4
 In

+ arctan

(
−n+ k − θ
n(θ − τ)

)2

A

+ arctan

(
k − θ

n(θ − τ)

)2

(Jn −A− In).

Let qi∞, i ∈ {0, 1, 2} be the eigenvalues of S∞ such that

S∞ =
2∑
i=0

qi∞Ei.

Then, since qi∞ = liml→ qiS2l
, for i ∈ {0, 1, 2}, and qiS2l

≥ 0,
∀i ∈ {0, 1, 2}, we conclude that qi∞ ≥ 0, ∀i ∈ {0, 1, 2}.

Finally, we consider the new matrix, S2∞, obtained as

S2∞ = E2 ◦ S∞.

The eigenvalues of S2∞ are also nonnegative because of the
non-negativity of the eigenvalues of E2 and S∞ and the
property λmin(A ◦ B) ≥ λmin(A)λmin(B), where λmin(A)
denotes the minimum eigenvalue of the matrix A. From the
non-negativity of the eigenvalues of S2∞ we establish the
following result.

Theorem 1: Let X be a strongly regular graph with param-
eter set (n, k, a, c) and three distinct eigenvalues, k, θ and τ .
If k < n/3 and θ < |τ | − 2/3, then

k ≤ 1

3
(3θ + 1)3. (16)

Proof: Let qi2∞, i ∈ {0, 1, 2} be the eigenvalues of S2∞
such that

S2∞ =
2∑
i=0

qi2∞Ei.

We have already proved that all the eigenvalues of S2∞ are

nonnegative. In particular, we have that q02∞ ≥ 0, that is

0 ≤ θn+ k − θ
n(θ − τ)

[
arctan

(
(θn+ k − θ)
n(θ − τ)

)2

+
1

3

(
θn+ k − θ
n(θ − τ)

)3
1

1−
(
θ∗n+k−θ
n(θ−τ)

)4


+
−n+ k − θ
n(θ − τ)

arctan

(
−n+ k − θ
n(θ − τ)

)2

k

+
k − θ

n(θ − τ)
arctan

(
k − θ

n(θ − τ)

)2

(n− k − 1). (17)

Since, for any strongly regular graph, we have q0 = 0, then
inequality (17) can be rewritten as

0 ≤ θn+ k − θ
n(θ − τ)

[
arctan

(
(θn+ k − θ)
n(θ − τ)

)2

− arctan

(
k − θ

n(θ − τ)

)2
]

+
1

3

(
θn+ k − θ
n(θ − τ)

)4
1

1−
(
θ∗n+k−θ
n(θ−τ)

)4
+

n+ k − θ
n(θ − τ)

[
arctan

(
−n+ k − θ
n(θ − τ)

)2

k

− arctan

(
k − θ

n(θ − τ)

)2
]
k.

Applying Lagrange’s Theorem to the function arctan in the
intervals

[(
k − θ

n(θ − τ)

)2

,

(
θn+ k − θ
n(θ − τ)

)2
]
,

[(
k − θ

n(θ − τ)

)2

,

(
n− k + θ

n(θ − τ)

)2
]

and making some straightforward majorations, one obtains

0 ≤ θn+ k − θ
n(θ − τ)

1

1 +
(

k−θ
n(θ−τ)

)4 θ

(θ − τ)

θn+ 2k − 2θ

n(θ − τ)

+
1

3

(
θn+ k − θ
n(θ − τ)

)4
1

1−
(
θn+k−θ
n(θ−τ)

)4
+
−n+ k − θ
n(θ − τ)

1

1 +
(
−n+k−θ
n(θ−τ)

)4 1

θ − τ
n− 2k + 2θ

n(θ − τ)
k.
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Since k ≤ n/3 one obtains:

0 ≤
1 +

(
n−k+θ
n(θ−τ)

)4
1 +

(
k−θ

n(θ−τ)

)4 3θ + 1

3(θ − τ)

θ

θ − τ
3θ + 2

3(θ − τ)

+

(
1 +

(
n− k + θ

n(θ − τ)

)4
)

1

3

(
3θ + 1

3(θ − τ)

)4

· 1

1−
(

3θ+1
3(θ−τ)

)4


+
−n+ k − θ
n(θ − τ)

1

θ − τ
n− 2k + 2θ

n(θ − τ)
k.

Now, since θ < |τ | − 2/3, then we conclude that

3θ + 1

3(θ − τ)

1

1−
(

3θ+1
3(θ−τ)

)4 ≤ 1

and
3θ + 1

3(θ − τ)

θ

θ − τ
3θ + 2

3(θ − τ)
≤
(

3θ + 1

3(θ − τ)

)3

,

then we conclude that

n− k + θ

n(θ − τ)

n− 2 ∗ k + θ

n(θ − τ)

1

θ − τ)
k ≤

(1 +
(
n−k+θ
n(θ−τ)

)4
1 +

( (k−θ)
n(θ−τ)

)4
+

1 +
(
n−k+θ
n(θ−τ)

)4
3

)( 3θ + 1

3(θ − τ)

)3
(18)

Using the fact that k < n/3 and making an algebraic ma-
nipulation of the right member of (18) we come to inequality
(19):

2

3(θ − τ)

1

3(θ − τ)

1

θ − τ
k ≤ 461

243

(
3θ + 1)

3(θ − τ)

)3

(19)

Finally, rewriting inequality (19) and since 461/1458 < 1/3,
we obtain

k ≤ 1

3
(3θ + 1)3.

Applying the result presented in Theorem 1 to the comple-
ment graph, one obtains the following corollary.

Corollary 1: Let X be a strongly regular graph with pa-
rameter set (n, k, a, c) and three distinct eigenvalues, k, θ and
τ . If k > 2n/3− 1 and |τ | < θ + 4/3, then

n− k − 1 ≤ 1

3
(3|τ | − 2)3. (20)

VI. NUMERICAL RESULTS AND CONCLUSIONS

In this section we present some experimental results for the
feasibility conditions obtained in Section V. We consider the
following notation:

qθk =
1

3
(3θ + 1)3 − k

and

qτk =
1

3
(3|τ | − 2)3 − (n− k − 1).

We also consider the parameter sets P1 = (961, 312, 41, 130),
P2 = (1225, 352, 24, 132), P3 = (1024, 385, 36, 210)
and the respective complement parameter sets P 1 =
(961, 648, 465, 378), P 2 = (1225, 872, 651, 545) and P 3 =
(1024, 638, 462, 290).

In Table I we present some experimental results for the
inequality of Theorem 1.

Param. P1 P2 P3

θ 2.0 2.0 1.0
τ −91.0 −110.0 −175.0
qθk −197.7 −237.7 −363.7

TABLE I
NUMERICAL RESULTS FOR P1 = (961, 312, 41, 130),

P2 = (1225, 352, 24, 132) AND P3 = (1024, 385, 36, 210).

In Table II we present some experimental results for the
inequality of Corollary 1.

Param. P 1 P 2 P 3

θ 90.0 109.0 174.0
τ −3.0 −3.0 −2.0
qθk −197.7 −237.7 −363.7

TABLE II
NUMERICAL RESULTS FOR P 1 = (961, 648, 465, 378),

P 2 = (1225, 872, 651, 545) AND P 3 = (1024, 638, 462, 290).

Analyzing the results obtained for the inequalities of The-
orem 1 and Corollary 1 we can conclude, from inequality
(16), that when k < n/3 the value of k cannot be too big
compared with the value of θ and, from inequality (20), when
k > 2n/3 − 1, the value of n − k − 1 cannot be too big
compared with the absolute value of τ .
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[15] J. Faraut and A. Korányi, Analysis on Symmetric Cones Oxford Science
Publication, 1994.

Recent Advances in Mathematics, Statistics and Economics

ISBN: 978-1-61804-225-5 141



  
Abstract—It is presented mathematical model for description 

of heat and mass transfer processes at crown and large forest fires 
initiation and spread, taking into account their mutual influences. 
Mathematical model of forest fire was based on an analysis of 
experimental data and using concepts and methods from reactive 
media mechanics. The paper suggested in the context of the 
general mathematical model of forest fires give a new 
mathematical setting and method of numerical solution of a 
problem of a forest fire modeling. The boundary-value problem is 
solved numerically using the control volume methods and method 
of splitting according to physical processes. In this context, a study 
- mathematical modeling - of the conditions of forest fire initiation 
and spreading that would make it possible to obtain a detailed 
picture of the change in the velocity, temperature and component 
concentration fields with time, and determine as well as the 
conditions of forest fires initiation and spread is of interest. 
 

Keywords— Mathematical model, forest fire, turbulence, 
combustion, control volume, discrete analogue. 

I. INTRODUCTION 
ne of the objectives of these studies is the improvement 
of knowledge on the fundamental physical mechanisms 

that control forest fires initiation and spread. A great deal of 
work has been done on the theoretical problem of how forest 
fire initiation. In forest there are two steps for crown forest 
fire initiation: spread of fire from crow to crown and crown 
fires are initiated by convective and radiative heat transfer 
from surface fires. However, convection is the main heat 
transfer mechanism. Firstly crown forest fire initiation have 
been studied and modeled by Van Wagner [1]. There are 
three simple crown properties: crown base height, bulk 
density and moisture content of forest fuel in this theory. 
Also crown fire initiation have been studied and modeled in 
detail (eg: Alexander [2], Van Wagner [3], Xanthopoulos, 
[4], Rothermel [5,6], Van Wagner, [7], Cruz [8], Albini [9], 
Scott, J. H. and Reinhardt, E. D. [10].The discussion of the 
problem of modeling forest fires is provided by a group of 
co-workers at Tomsk University (Grishin [11], Grishin and 
Perminov [12], Perminov [13,14]). The general 
 

V.A. Perminov is with theTomsk Polytechnic University; Russia 
634050, Tomsk, Lenina Avenue, 30  (Phone: +7-3822563650; fax: +7-
3822563650;  e-mail: valerperminov@gmail.com).  

mathematical model of forest fires was obtained by Grishin 
[11] based on an analysis of known and original 
experimental data [11,15], and using concepts and methods 
from reactive media mechanics. The physical two-phase 
models used in [16-17] may be considered as a continuation 
and extension of the formulation proposed by Grishin and 
Perminov [12-14]. However, the investigation of crown fires 
has been limited mainly to cases studied of forest fires 
initiation in two dimensional settings and did not take into 
account space properties of these phenomena. One of the 
objectives of these studies is the improvement of knowledge 
on the fundamental physical mechanisms that control forest 
fires initiation and spread. A great deal of work has been 
done on the theoretical problem of how forest fire initiation. 
In forest there are two steps for crown forest fire initiation: 
spread of fire from crow to crown and crown fires are 
initiated by convective and radiative heat transfer from 
surface fires. However, convection is the main heat transfer 
mechanism. Firstly crown forest fire initiation have been 
studied and modeled by Van Wagner [1]. There are three 
simple crown properties: crown base height, bulk density 
and moisture content of forest fuel in this theory. Also 
crown fire initiation have been studied and modeled in detail 
(eg: Alexander [2], Van Wagner [3], Xanthopoulos, [4], 
Rothermel [5,6], Van Wagner, [7], Cruz [8], Albini [9], 
Scott, J. H. and Reinhardt, E. D. [10].The discussion of the 
problem of modeling forest fires is provided by a group of 
co-workers at Tomsk University (Grishin [11], Grishin and 
Perminov [12], Perminov [13,14]). The general 
mathematical model of forest fires was obtained by Grishin 
[11] based on an analysis of known and original 
experimental data [11,15], and using concepts and methods 
from reactive media mechanics. The physical two-phase 
models used in [16-17] may be considered as a continuation 
and extension of the formulation proposed by Grishin and 
Perminov [12-14]. However, the investigation of crown fires 
has been limited mainly to cases studied of forest fires 
initiation in two dimensional settings and did not take into 
account space properties of these phenomena. 

Mathematical modeling of large forest fires 
initiation and spread 

Valeriy A. Perminov 

O 
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II. PHYSICAL AND MATHEMATICAL MODEL 
It is assumed that the forest during a forest fire can be 

modeled as 1) a multi-phase, multistoried, spatially 
heterogeneous medium; 2) in the fire zone the forest is a 
porous-dispersed, two-temperature, single-velocity, reactive 
medium; 3) the forest canopy is supposed to be non-
deformed medium (trunks, large branches, small twigs and 
needles), affects only the magnitude of the force of 
resistance in the equation of conservation of momentum in 
the gas phase, i.e., the medium is assumed to be quasi-solid 
(almost non-deformable during wind gusts); 4) let there be a 
so-called “ventilated” forest massif, in which the volume of 
fractions of condensed forest fuel phases, consisting of dry 
organic matter, water in liquid state, solid pyrolysis 
products, and ash, can be neglected compared to the volume 
fraction of gas phase (components of air and gaseous 
pyrolysis products); 5) the flow has a developed turbulent 
nature and molecular transfer is neglected; 6) gaseous phase 
density doesn’t depend on the pressure because of the low 
velocities of the flow in comparison with the velocity of the 
sound. Let the coordinate reference point x1, x2 , x3= 0 be 
situated at the centre of the domain of surface forest fire 
source at the height of the roughness level, axis 0x1 directed 
parallel to the horizontal surface to the right in the direction 
of the unperturbed wind speed, axis 0x2 directed 
perpendicular to 0x1 and axis 0x3 directed upward (Fig. 1). 

 

 
Fig. 1 Schematic of a forest fire domain. 

 

Using the results of [11-14] and known experimental data 
[15] we have the following sufficiently general equations, 
which define the state of the medium in the forest fire zone, 
written using tensor notation 
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Here and above 
td

d  is the symbol of the total (substantial) 

derivative. The system of equations (1)–(7) must be solved 
taking into account the initial and boundary conditions: 
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   (13) 

 
Here αv is the coefficient of phase exchange; ρ - density of 
gas – dispersed phase, t is time; vi - the velocity components; 
T, TS, - temperatures of gas and solid phases, UR - density of 
radiation energy, k - coefficient of radiation attenuation, P - 
pressure; cp – constant pressure specific heat of the gas 
phase, cpi, ρi, ϕi – specific heat, density and volume of 
fraction of condensed phase (1 – dry organic substance, 2 – 
moisture, 3 – condensed pyrolysis products, 4 – mineral part 
of forest fuel), Ri – the mass rates of chemical reactions, qi – 
thermal effects of chemical reactions; kg , kS  - radiation 
absorption coefficients for gas and condensed phases; eT  - 
the ambient temperature; cα - mass concentrations of α - 
component of gas - dispersed medium, index α=1,2,...,5, 
where 1 corresponds to the density of oxygen, 2 - to gas 
products of pyrolysis(carbon monoxide CO, CH4 and etc.),  
3 - to carbon dioxide and inert components of air, 4 - to 
particles of black, 5 - to particles of smoke; R – universal 
gas constant; Mα , MC, and M molecular mass of α -
components of the gas phase, carbon and air mixture; g is 
the gravity acceleration; cd is an empirical coefficient of the 
resistance of the vegetation, s is the specific surface of the 
forest fuel in the given forest stratum. The initial values for 
volume of fractions of condensed phases are determined 
using the expressions: 

1 1
1 2 3

1 2 3

(1 ) , , c ez
e e e

d Wd α ϕ ρνϕ ϕ ϕ
ρ ρ ρ
−

= = =  

where  d -bulk density for surface layer, νz – coefficient of 
ashes of forest fuel, W – forest fuel moisture content. It is 
supposed that the optical properties of a medium are 
independent of radiation wavelength (the assumption that 
the medium is “grey”), and the so-called diffusion 
approximation for radiation flux density were used for a 
mathematical description of radiation transport during 
forest fires. To close the system (1)–(7), the components of 
the tensor of turbulent stresses, and the turbulent heat and 
mass fluxes are determined using the local-equilibrium 
model of turbulence (Grishin, [10]). The system of 
equations (1)–(7) contains terms associated with turbulent 
diffusion, thermal conduction, and convection, and needs to 
be closed. The components of the tensor of turbulent 
stresses jivv ′′ρ , as well as the turbulent fluxes of heat and 

mass j pv c Tρ ′ ′ , jv cαρ ′ ′  are written in terms of the gradients 
of the average flow properties using the formulas: 

,
3
2

ji
i

j

j

i
tji K

x
v

x
v

vv δ
∂
∂

∂
∂

µρ −









+=−  

, ,j p t j t
j j

cTv c T v c D
x x

α
α

∂∂ρ λ ρ ρ
∂ ∂

′ ′− = − =  

,/,/,Pr/ 2 ερµµρµλ µ KcScDc tttttptt ===  

where µt, λt, Dt are the coefficients of turbulent viscosity, 
thermal conductivity, and diffusion, respectively; Prt, Sct 
are the turbulent Prandtl and Schmidt numbers, which were 
assumed to be equal to 1. In dimensional form, the 
coefficient of dynamic turbulent viscosity is determined 
using local equilibrium model of turbulence [11]. The length 
of the mixing path is determined using the formula 

)/5.21/( 33 hscxkxl dt +=  taking into account the fact 

that the coefficient of resistance cd in the space between the 
ground cover and the forest canopy base is equal to zero, 
while the constants kt = 0.4 and h=h2-h1

  (h2, h1 – height of 
the tree crowns and the height of the crown base). It should 
be noted that this system of equations describes processes of 
transfer within the entire region of the forest massif, which 
includes the space between the underlying surface and the 
base of the forest canopy, the forest canopy and the space 
above it, while the appropriate components of the data base 
are used to calculate the specific properties of the various 
forest strata and the near-ground layer of atmosphere. This 
approach substantially simplifies the technology of solving 
problems of predicting the state of the medium in the fire 
zone numerically. The thermodynamic, thermophysical and 
structural characteristics correspond to the forest fuels in the 
canopy of a different (for example pine [10,12]) type of 
forest. 
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III. NUMERICAL METHOD AND RESULTS 
The boundary-value problem (1)–(13) was solved 
numerically using the method of splitting according to 
physical processes [13]. In the first stage, the hydrodynamic 
pattern of flow and distribution of scalar functions was 
calculated. The system of ordinary differential equations of 
chemical kinetics obtained as a result of splitting [13] was 
then integrated. A discrete analog was obtained by means of 
the control volume method using the SIMPLE like algorithm 
[13,18]. The accuracy of the program was checked by the 
method of inserted analytical solutions. The time step was 
selected automatically.  
Fields of temperature, velocity, component mass fractions, 
and volume fractions of phases were obtained numerically. 
Figures 2 illustrates the time dependence of dimensionless 
temperatures of gas (1) and condensed phases (2), Figure 3. 
–  mass concentrations of gas components (1- oxygen, 2- gas 
products of pyrolysis), and Figure.4 - relative volume 
fractions of solid phases (1), moisture (2) and coke (3) at 
crown base of the forest (Ve=5m/s). At the moment of 
ignition the gas combustible products of pyrolysis burns 
away, and the concentration of oxygen is rapidly reduced. 
The temperatures of both phases reach a maximum value at 
the point of ignition. The ignition processes is of a gas - 
phase nature, i.e. initially heating of solid and gaseous 
phases occurs, moisture is evaporated. Then decomposition 
process into condensed and volatile pyrolysis products 
starts, the later being ignited in the forest canopy. 

 
Fig. 2. Temperature of gas (1 - T ) and solid phase (2 - ST ); 

T =T/Te , ST =TS/Te, Te=300K. 

 
Fig. 3. Concentration of oxygen (1- 1C ) and gas products 

of pyrolysis (2- 2C ); / , 0.231 1c с c сe eα α= = . 

 

 
Fig. 4. Volume fractions of solid phase: 

./333,/2,/1 3222111 eee ϕϕϕϕϕϕϕϕϕ =−=−=−  

Note also that the transfer of energy from the fire source 
takes place due to radiation; the value of radiation heat flux 
density is small compared to that of the convective heat 
flux. As a result of heating of forest fuel elements, moisture 
evaporates, and pyrolysis occurs accompanied by the 
release of gaseous products, which then ignite. At Ve ≠ 0, 
the wind field in the forest canopy interacts with the gas-jet 
obstacle that forms from the forest fire source and from the 
ignited forest crown and burn away in the forest canopy. 
Forest fire begins to spread in the forest canopy. The 
distribution of temperature, concentrations of gas products 
of pyrolysis  and oxygen in the forest fire front are 
presented in the Figure 5.  

 
Fig. 5. The distribution of gas phase temperature 

( )300,/( KTTTTT ee == , concentrations of gas products of 

pyrolysis ),/( 23.011222 == ee ccccc  and oxygen 

)/( 1111 ecccc =  in forest fire front. 

 
It is seen that the combustion wave looks like as a soliton. 
The oxygen concentration drops to near zero in front of a 
fire. It is consumed in the combustion of the pyrolysis 
products, the concentration of which is reached their 
maximum before the maximum of temperature.  

Figures 6 – 7 present the distribution of temperature 
)300,/( KTTTTT ee == (1- 1.5, 2 - 2., 3 – 2.6, 4 – 3, 5 – 
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3.5, 6 – 4.) for gas phase, concentrations of oxygen 1c (1 – 
0.1, 2 – 0.5, 3 – 0.6, 4 – 0.7, 5 – 0.8, 6 – 0.9) and volatile 
combustible products of pyrolysis 2c  (1 – 1., 2- 0.1, 3 – 
0.05, 4 – 0.01) ( 23.0,/ 11 == ee сcсc αα ) at different 
instants of time for wind velocity Ve= 5 m/s (Fig.6) and Ve= 
10 m/s (Fig.7). The distribution of isotherms of combustion 
temperature shows the moving of forest fire front with time. 
Figure 16 shows that with the increase of wind speed up to 
10 m/s increases the rate of fire spread to 5 m/sec.  

Ignition of forest due to spotting is one of the most 
difficult aspects to understand the behavior of fires. The 
phenomenon of spotting fires comprises three sequential 
mechanisms: generation, transport and ignition of recipient 
fuel. The present mathematical model and results of 
calculation are used to illustrate picture of the formation of 
large fires by combining small combustion sources arising 
from the transfer of firebrands. In order to understand these 
mechanisms, many calculation experiments have been 
performed.  In the Figures 8 - 12 the process of formation 

large forest fire front as a result of integration of various 
sources of combustion is showed. The distributions of 
temperature for gas phase(a), concentrations of oxygen (b) 
and volatile combustible products of pyrolysis (c) at 
different times (I - t=3 sec., II - t=6 sec, III - t=12 sec.) for 
Ve= 5 m/s are presented. There are present the same values 
of isotherms and isolines of concentration for 1c  and 2c  as 
well as in the Figures 6-7. If the sources of ignition from the 
burning particles are arranged in a triangle, the processes of 
formation of the forest fire front are shown in Figures 8-9. In 
the second case (Figure 9), the right ignition source in the x2 
direction was 2 times less than in the first case (Figure 8). If 
all three combustion sources are situated on the same line, 
the formation of the combustion front is shown in Figure 10. 
Rather interesting picture of the formation of the front fire is 
implemented in the case of four combustion sources are 
located at the corners of a rectangle (Figure 11.) or trapezoid 
(Figure 12.). 

. 

 
Fig. 6. The distribution of a) temperature for gas phase, b) concentration of oxygen and c) volatile combustible products of pyrolysis; 

Ve= 5 m/s, at different instants of time: I - t=3 sec., II - t=6 sec, III - t=12 sec., IV - t= 20 sec. 
 

 
Fig. 7. The distribution of a) temperature for gas phase, b) concentrations of oxygen and c) volatile combustible products of pyrolysis; 

Ve= 10 m/s, at different instants of time: I - t=3 sec., II - t=6 sec, III - t=12 sec., IV - t= 20 sec. 
 

 
Fig. 8. The distribution of temperature for gas phase, concentrations of oxygen and volatile combustible products of pyrolysis. 
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Fig. 9. The distribution of temperature for gas phase, concentrations of oxygen and volatile combustible products of pyrolysis. 

 

 
Fig. 10. The distribution of temperature for gas phase, concentrations of oxygen and volatile combustible products of pyrolysis. 

 
 

 
Fig. 11 The distribution of temperature for gas phase, concentrations of oxygen and volatile combustible products of pyrolysis. 

 

 
Fig. 12. The distribution of temperature for gas phase, concentrations of oxygen and volatile combustible products of pyrolysis. 
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IV. CONCLUSION 
Using of this model gives an opportunity to describe the 
different conditions of the large forest fires initiation and 
spread taking account different weather conditions and state of 
forest combustible materials, which allows applying the given 
model for prediction and preventing fires. It overestimates the 
rate of crown forest fire spread that depends on crown 
properties: bulk density, moisture content of forest fuel, wind 
velocity and etc. The model proposed here gives a detailed 
picture of the change in the temperature and component 
concentration fields with time, and determine as well as the 
influence of different conditions on the crown forest fire 
spreading for the different cases of inhomogeneous of 
distribution of sources of forest fires initiation. The results of 
calculation of the rate of crown forest fires are agreed with the 
laws of physics and experimental data. 
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Abstract—In this paper, we introduce some fundamental results 

of the elliptic curve over the quadratic field. After we create an 

elliptic curve over the quadratic field with an element of infinite 

order.[2,3,4]. 
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I. INTRODUCTION 

E introduce some importants results over the ring of 

integers of the quadratic fields.  

 

Definition 1. The quadratic field is any extension of degree 

two over the rational field    

 

Theorem 2. All quadratic field is of the form ( )d   

where d  is an integer without square factor.  
 

Proposition 3. Let ( )K d   is a quadratic field 

where d  is an integer without square factor. 

1. If 2d   mod 4  or 3d   mod 4  then the integer ring 

of K  is the set of a b d  where a b    

2. If 1d   mod 4  then the integer ring of K  is the set of 
1
2
( )a b d where a b   and a b  mod 2  

  

Definition 4. An elliptic curve over the quadratic field 

( )K d   is curve that is given by Weierstrass equation: 

2 3 2 3Y Z X AXZ BZ     where A B K   [1,5]. 
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II. ELLIPTIC CURVES OVER THE QUADRATIC FIELD WHIT AN 

ELEMENT OF INFINITE ORDER  

PleaseIn this section we introduce some lemmas for created an 

elliptic Curves over quadratic field whit an element of infinite 

order.   

Let 
A BE 

 an elliptic curve over the quadratic field K  given 

by Weierstrass equation:  
2 3 2 3Y Z X AXZ BZ     where A B K    

 

Lemma 1. Let [ ]A B i    [ ]K i  and ( )P x y   

an element of finite order in 
A BE    

If 2( ) ( [ ])x y i   then 0y   or 
2 3 24 27y A B    

 

Proof   

Let 
A BE 

 an elliptic curve over the quadratic field [ ]K i  

given by Weierstrass equation: 

 
2 3y x Ax B    with [ ]A B i    

Let ( ) A BP x y E    . Suppose that P  has finite order.   

If [ ]x y i    then by  Lutz  Nagelle  Theorem [2], we have:   

if 0y   then 
2 3 24 27y A B   . 

 

Lemma 2. Let 
A BE 

 an elliptic curve over the quadratic 

field [ ]K i  given by Weierstrass equation: 
2 3y x Ax B     with [ ]A B i    

Then, there exists 
  [ ]A B i
 
   such that 

 A A


    and 
 B B


    which the elliptic curve   A B
E  


 have a point of 

infinite order.  

 

Proof   

Let 
A BE 

 an elliptic curve over the quadratic field [ ]K i  

given by Weierstrass equation:  
2 3y x Ax B     with [ ]A B i    

We pose:  
 2(3 1)A A

       

 
 2(3 3)B B

      

 

1 3 1x A      
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and                         1 3 3y B     

We have:  
3   3 2 2

1 1

3 3 2

2

2

1

(3 1) (3 1) (3 1) (3 3)

(3 1) (3 1) (3 3)

(3 3)

x A x B A A A B

A A B

B

y

 
                 

           

   



  

It’s clair that   1 1( )
A B

Q x y E  


      

Suppose that Q  has finite order, so by  lemma2.1 we have:  

2  3  2  3  2

1

 3

 

4 27 3 4 27

3 4

3

y A B A B

A

A

   





    

 

 

  

Which is absurd because:    
 2(3 1)A A

        

 

Lemma 3. Let ( )K d  and A BE   an elliptic curve 

over K  given by Weierstrass equation:  
2 3y x Ax B     with [ ]A B d    

Then, there exists 
  [ ]A B d
 
   such that 

 A A


    

and 
 B B


    which the elliptic curve   A B
E  


 over K  

have a point of an infinite order. 
  

Proof Let ( )K d  and A BE   an elliptic curve over K  

given by Weierstrass equation: 

 
2 3y x Ax B     with [ ]A B d     

We suppose:  

1 1T sup{ A B }         

 
 2A T

   

 
 2 23B T

   

 

1

1

3
x    

  

and                             

4

1 3

1 3

3

T
y


   

We have:  

6 2

4 8 2

6

4

3

3   2 21 2
1 1 3 3

1 2 3 3

3

21 3

3

2

1

3

( )

T

T T

T

x A x B T

y

 

   



    





 

  

Such that ,   1 1( )
A B

Q x y E  


     so by lemma2.1 we 

have: Q  has an  infinite order. 
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Abstract—A class of transcendental preferences is employed as 

an explicit representation of the luxury-necessity dichotomy which 
admits a smooth Cobb-Douglas limit. The analytical tractability of 
the model enables us to represent explicitly Marshallian demand and 
income elasticity of demand. The noncommutativity of scale and 
substitution effects, and measured by Lie brackets of the 
corresponding vector fields, is employed in order to define a measure 
of deviation from scale symmetry which is profoundly connected 
with Shephard’s distance. 
 

Keywords— Cobb-Douglas functions, homotheticity, luxury, 
scale effect, income effect, substitution effect, Lie bracket.  

I. INTRODUCTION 
N 1928 Cobb and Douglas [1] set forth a pathbreaking 
theory of aggregate manufacturing production, based on a 

highly tractable functional form of production function. 
Through the decades, such a function has proved extremely 
relevant for both production and consumption analysis, so as 
to become “perhaps the most ubiquitous function in all of 
economics.” [2]. 

Being homothetic, Cobb-Douglas (CD) functions embody 
the scale symmetry of production and consumption problems, 
which has been long recognized as a benchmark property with 
noticeable implications (in first instance, the factorization of 
expenditure functions). In a recent paper, Mantovi [3] deepens 
the benchmark nature of homothetic models in terms of the 
commutativity of expansion and substitution effects. True, by 
their scale invariance, homothetic functions cannot represent 
general traits of preferences. 

Definitely, to some extent, the luxury-necessity dichotomy 
can accommodate general traits of preferences. Departing from 
the scale symmetry of homothetic expansion paths (rays), the 
luxury-necessity dichotomy posits that, roughly speaking, 
expansion paths bend monotonically towards luxury. It is the 
aim of the present contribution to discuss a class of 
transcendental preferences for luxury which enable us to solve 
explicitly the consumption problem, maintain the pleasant 
analytical tractability of CD models, and then introduce a 
differential measure of luxury which complements and 
improves upon income elasticity of demand (IED). 

The plan of the rest of the paper is as follows. In section 2 
we introduce our preferences, solve the consumption problem, 
and represent explicitly income elasticity of demand. In 
section 3 we introduce our measure of luxury, and discuss its 
connection with Shephard’s distance. A final section sketches 
potential lines of progress. 

II. A MODEL OF LUXURY-NECESSITY DICHOTOMY 

A. Transcendental preferences for luxury 
Consider the 2-parameter class of preferences represented by 
the ordinal utility functions 
 

aya
a yexyxU −= 1
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Such functions belong to the class of transcendental 

functions [6], and then to the class of generalized power 
production functions [7]. The class (1) is parametrized by the 
parameter a∈(0,1), and by the “luxury” parameter ε ∈ [0, ∞), 
which ‘injects’ increasing luxury into good y; generalizes the 
corresponding CD parameter in that (1) approach the CD form 
for ε → 0.  

Indifference curves for the class (1) read 
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Sample curves (2) are represented in Figure 1. 
 

        
Figure 1.  Sample indifference curves (utility levels 2, 4, 6) for the 
agent (a,ε) = (0.75, 0.4) against expansion paths  px/py = 1, 2, 5, 10. 
   
 
 
As expected, utility curves approach the corresponding CD 
curves in the “no-luxury” limit y → 0.   
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B. Marshallian demand 
By the analytical tractability of preferences (1), we are in a 
position to solve the consumption problem with only minor 
deviations from the analytics of CD models. The FOC 
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is a smooth generalization of the corresponding CD 

condition, (a condition, evidently, independent of the utility 
representation), and provides a Cartesian equation for 
expansion paths. 

Marshallian demand functions satisfy the budget balance 
condition; therefore, assume all income is spent, plug (3) into 
the budget constraint and obtain the simple quadratic equation  
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whose positive solution  
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establishes the Marshallian demand of the luxury good for the 
agent (a,ε). Notice, and enter such an expression via their 
ratio, so as to guarantee homogeneity of degree 0. 

   The simplicity of the function (5), a combination of 
elementary functions, enables us to plot Engle curves for both 
the goods with great analytical control. Evidently, given (5), 
the Marshallian demand for the necessary good is uniquely 
determined by the budget constraint. Consistently with the 
cartesian representation of expansion paths (eq. 3), the 
necessary good is subject to satiation: for any pair px, py, the 

upper bound 
ε
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1
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y
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p
p
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−

=  for the consumption of the 

necessary good is the satiation level, which, as expected, 
varies with relative price, and shrinks for increasing ε. 

On the other hand, the consumption of the luxury good, as 
income increases, “takes it all”: for large enough income, the 
necessity share becomes negligible, and Engel curves for 
luxury are linear. Figure 2 provides a transparent 
representation of such a simple pattern, which witnesses the 
effectiveness of our consumption model in representing 
fundamental traits of behavior.  
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Figure 2.  Engel curves for the agent (a,ε) = (0.75, 0.4) for unit 
prices (above) and px=2py (below) for both luxury (right) and 
necessary (left) good. 
 
 

C. Income elasticity of demand 
IED exceeding 1 is the standard indicator of a good being a 

luxury good (see for instance [7] for a landmark 
theoretical/empirical analysis). By the analytical tractability of 
our model we are in a position to write simple explicit 
solutions for such an indicator. For the sake of definiteness, 
consider unit prices, and then optimal consumption as a 
function of the expenditure I = x + y. Then, equation (4) 
reduces to IyIy 5.2)10(0 2 −−+= , whose positive solution 
reads 
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The graph of (6) is the Engel curve for the luxury commodity 
at identical prices for the agent . Differentiate (6) and divide 
by itself and obtain the expression 
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for IED as a function of expenditure (income) I. The plot of 
(7) function is given in Figure 3. 
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Figure 3.  Income elasticity of demand as a function of income for 
the agent (a,ε) = (0.75, 0.4). 
 
 
  As expected, such a plot approaches 1 for vanishing 
expenditure (in which preferences approach the CD limit), 
display an initial phase of growth (driven by the bending of the 
expansion path) which culminates in a peak, after which the 
function approaches asymptotically 1 from above (as the 
expansion path approach the asymptotic satiation of necessity. 
   The transparency of such a picture witnesses the 
effectiveness of our model of preferences. True, the curve 
represented in Figure 2 spans a vertical range [1,1.5], and the 
question raises naturally as to which of such values should be 
considered a ‘preferred’ indicator of the luxury effect driving 
the agents under inspection. Evidently, if, ceteris paribus, we 
increase ε, we obtain a curve with the same qualitative 
behavior and with a magnification in the vertical direction. 
   In fact, IED is a function of dual variables (prices and 
income). Building on the philosophy represented in [3, 4] we 
can define a primal indicator representing a ‘departure’ from 
the scale symmetry (homotheticity) of CD models which bears 
a close connection with Shephard’ distance.  

III. MEASURING LUXURY VIA LIE BRACKETS 
Along the line of though discussed by [3] one can employ 

vector fields on consumption space the model globally 
relevant economic effects, and then employ Lie brackets as 
measures of noncommutativity of such effects. We already 
know ([3]) that in the CD limit ε → 0 our agents display 
commutation of expansion and substitution effects. In addition, 
we expect noncomutativity to onset for positive ε, and to 
increase with such a parameter. 

The vector field on our consumption set generating scale 
effects (SCE) reads [3,4]: 
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It is a radial vector field whose components do coincide 

with the coordinates of the base, and such that, for any 
function f homogeneous of degree d, Euler’s theorem can be 

written Z(f) = d f. Recall, scale transformation define the 
rationale for Shephard’s distance [9], which provides a primal 
representation of preferences equivalent to the one given by a 
utility function. 

As of the vector field generating substitution effects (SUE), 
let us follow [3], and notice that the vector field 
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is tangent to indifference curves, so that  
   Let the ratio y/x be the coordinate on indifference curves by 
means of which we want to parametrize SUE; such a choice is 
pivotal for the consistency of our framework, in that such a 
parametrization of SUE is adapted to SCE. Compute the 
normalization function, i.e. the action of the vector field (23) 
on the function y/x, 
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As expected, we face the emergence of the deviation factor χ. 
Thus, the proper SUE vector field results in 
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so that 1=

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S , with the correct CD limit for ε → 0 

(Mantovi, 2013a). The vector field (25) is clearly independent 
of the utility representation, 
   Thus, we are in a position to compute the Lie bracket 
between the substitution vector field (11) and scaling vector 
field (8) by means of the standard algebra [10, p. 153] and 
obtain 
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We thereby verify that the vector field with components 
(12) and (13) is radial, on account of the simple derivatives 
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To sum up, the vector field with components (12) and (13) 

is a consistent measure of deviation from scale symmetry 
(homotheticity), in which scale effects and substitution effects 
do commute [3]. 
 

 Z),;,( Z
)(

)1( 

))1(1(
)1(],[

2
,

2
2

ε
χ

ε

ε
ε

ε
ayxL

y
xaa

y
xy

x
x

ya
aa

a
≡−=









∂
∂

+
∂
∂

−+

−
=ZS

                     (15) 

 
Such a vector field, as expected, is radial, in that the failure 

of the infinitesimal path employed in standard discussions [10 
Spivak] to close up takes place in the radial direction, and is 
uniform in x/y. Figure 4 provides an intuitive setting with 
respect to which to pin down the insight connecting (15) with 

Shephard’s distance. 
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Figure 4.  The noncommutativity of finite scale effects and 
substitution effects: the loop ATBD is closed since AT and DB 
represent different scale effects.  

 
 
 

As represented in Figure 4, closed loops must entail 
different scale effects: the scale effect connecting D and B is 
larger than the scale effect connecting A with T since such 
scale effects connect point on a higher indifference curve with 
points on different indifference curves, we are given a 
monotone pattern of Shephard’s distances between the points 
on the upper curve and the lower utility level. Such measures 
are the finite correspondent of the infinitesimal measure (15), 
which defines an “index” of luxury as a function of primal 
variables and of the parameters of the model. We thereby 
obtain a natural representation of the connection between 
Shephard’s distance and the commutativity of SCE and SUE   

IV. PERSPECTIVES 
The “index” of luxury we been arguing about, evidently, is 

shaped by the properties of the specific functional form (1). 
Still, the degree of generality embodied by our model, in 
which the bending of expansion path increases with ε, enables 
us to believe in the ‘universality’ of the insights thereby 
conveyed. 

On the one hand, by their analytical tractability, the 
preferences (1) seem to represent a promising building block 
for theoretical general equilibrium analysis. On the other hand, 
the well behavior of the consumption pattern discussed leads 
one to conjecture potential applications to the positive theory 
of general equilibrium. On the other hand, the relevance of 
potential empirical applications may rest on the smooth Cobb-
Douglas limit of our model. 

Overall productive efficiency as tailored by [5] seems to be 
a natural playground for our approach, on account of the close 
link established in [3] between, on the one hand, standard and 
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reversed Farrel decompositions, and, on the other hand, the 
commutativity of expansion and substitution effects. 
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Abstract - This paper deals with understanding drivers 
influencing the end price of fuels in the Czech Republic and 
ramifications for relevant companies. Its aim is to provide a 
comprehensive understanding of all relevant elements that 
have been influencing end prices of gasoline and diesel during 
last 8 years, understand their leverage and uncover which of 
those were the most important for this development. These are 
then researched using mainly graphical analysis and statistical 
tools. The delivery is that both prices of gasoline and diesel 
are highly correlated with the price development of crude oil 
and the prices of their respective commoditized barges 
expressed in the nominal value of CZK. It was also discovered 
that there are visible tendencies for asymmetrical pricing 
reaction and reaction lags, which could serve as a basis for a 
follow-up work. We also tried to examine the level in which 
Czech crown as a national currency provides cushion against 
up and down swings in commodity markets. Based on these 
findings several conclusive recommendations for relevant 
companies were built and delivered. 

 
 
Keywords - Barge, crude oil price effect, Czech end fuel 
market, diesel price, exchange rate, gasoline price   

 

I. INTRODUCTION 
he role of end fuel prices is very important in every 
country, and the Czech Republic is no different, because 

apart from providing private customers with means of 
transportation, they influence a large part of the economy, 
since they make a significant part of the cost structure of 
transport and logistics companies, which make up a backbone 
of many important industries. Therefore understanding what 
drives these prices could help better grasp on their dynamics 
and provide valuable insights into how could certain 
companies be able to optimize their purchasing decisions. 
Third one that there is a tendency to drive price up, however 
their decrease tends to be much more subtle, i.e. so called 
asymmetric pricing. Last but not least we tried to examine the 
role of the Czech currency in mitigating up and down swings 
in commodity markets. All these hypotheses come from 
general notions of this market in the Czech Republic and will 
be scrutinized throughout the paper. The final outcome should 
be a set of applicable recommendations or insights for relevant 

 
 

companies, which could help them to understand what is 
happening to the prices, what kind of patterns there are and 
which business implications therefore arise from it. 
 

II. THEORETICAL BACKGROUND AND FORMER STUDIES 
OVERVIEW 

To understand pricing mechanism in respective markets we 
used a study done by Asche, Gjølberg and Volker [1] 
providing a fairly compelling analysis on a possible 
exogenous character of crude oil price development and an 
interesting work by Johansen [2] providing a framework for 
understanding long-run price relationships between crude oil 
and refined products and mutually between these products, 
however unfortunately not covering gasoline and diesel. For 
the purposes of this paper the most important finding is that 
crude oil prices are only weakly exogenous, which means that 
in the long-run, which is the major focus of this paper, there is 
no reverse feed of the end product prices back to crude oil 
price, hence crude oil price could be considered as an 
independent variable. It is important to mention though that 
the study provides an evidence of a slight reversed feed in the 
short-run, which will be also of the interest, however since this 
paper is focused only on the Czech market, which is in the 
whole magnitude quite negligible. 

Rao [3] seeks to understand if there is a causality between 
the development of crude oil prices and the refined products, 
where he eventually concludes that there is, in fact, a causal 
relationship. Whereas the market itself is very distant from the 
researched one, the heterogeneity of the character of fuels can 
provide a base for the thinking in the work, especially since 
these findings are backed but numerous other studies. 

A deeper analysis of trends between crude oil and gasoline 
prices is provided by Mirantes et al. [4], where they 
demonstrate the non-stationarity of crude oil and refined 
products and on the other hand stationarity of refining margins 
and their co-integration with a long-term dynamics, which 
further supports the hypothesis that there is a tight correlation 
between crude oil prices and refined products and also that 
refining margins tend to remain stable and quite easily 
observable over the course of time.  

Another hypothesis is provided by Radchenko [5], who 
argues that in the end gasoline market there are lags in 
changes of the gasoline price in response to the changes on the 
crude oil market. This hypothesis was tested on empirical data 
gathered in the US between 1991 and 2002 however again the 
character of these reaction does not discriminate its existence 
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also on the Czech market and can therefore provide one 
reasoning for imperfect reactions of the end market. 

In its other paper, Radchenko [6] further develops the idea 
of the oil price volatility and the response from the gasoline 
market however here he presents a hypothesis, that reactions 
towards the crude oil price development on the gasoline 
market are asymmetric, meaning that the reaction on an 
upward movement of oil prices is sharper than the other way 
around. A similar conclusion is drawn by Bettendorf et al. [7] 
based on a study conducted on the Dutch market between 
1996 and 2004, which concluded that these changes are indeed 
asymmetrical with a stronger reaction to an upward change in 
a spot price, therefore this behavior is not typical only for US 
market. According to our research we may see the same 
behavior of price also in the Czech market. 

Further theoretical background on this problematic is 
provided by Chevillon and Rifflard [8], where it is enlighten 
how OPEC is able to shift the balance of power using its 
oligopolistic power. A deeper elaboration on how oil markets 
work and why it is possible to use spot prices for 
understanding the dynamics of the industry, even though the 
industry itself deals predominantly on the contract basis is 
offered by Fattouh [9] from the Oxford Institute for Energy 
Studies. Based on his argumentation, since the oil market is to 
a substantial extent, a physical market, futures prices should 
converge to the spot market because of the arbitrage 
opportunities.  

Regarding the relation between the oil prices and the value 
of USD Novotný [10] in his work very convincingly illustrates 
how Brent price is linked to the USD exchange rate. The 
development itself has been observed since 1990s however 
Novotný goes further and seeks to examine the relationship 
between the price of oil and USD, since that is the currency in 
which it is traded. After analyzing the strength and direction of 
the relationship, he offers a point of view, which concludes 
that there is indeed a negative correlation. This finding should 
therefore strongly reflect into the price of oil expressed in 
Czech currency or to be more precise, to dampen it, since the 
growth of oil price means a drop in the nominal value of USD, 
which should theoretically mean a drop of its value against 
CZK, if everything else remains unchanged. 

A paper on a similar topic was presented by Breitenfellner 
and Cuaresma [11], where they devote their time to exploring 
the linkage between crude oil prices and USD/EUR exchange 
rate and conclude that the negative correlation has several 
main reasons, among others efficiency of the monetary market 
and investments in crude oil related asset markets. Therefore 
they present a very similar conclusion as Novotný did.  

A relationship between global economic development and 
crude oil prices was researched by He et al.[12], concluding a 
strong influence of the economic development on the crude oil 
prices (supporting the development of crude oil prices during 
the crisis). We used these studies as our inputs and we tried to 
go further to prove them on the Czech market with time series 
ending in year 2013. 

III. METHODOLOGY 
 

For understating the relationship between the crude oil 
(independent variable) and prices of barges and end prices of 
fuels (dependent variables) correlation analysis was used [13]. 
The same was applied for the mutual relationship between 
value of CZK in relation to USD and the oil prices. For our 
purposes we used the Pearson product-moment correlation 
coefficient, which is the most widely used. To understand the 
possible volatility of individual time series, mean and standard 
deviation was used. 

Time series reflecting the development of end prices were 
cleared of VAT and excise tax to properly reflect changes in 
the underlying commodity.  

To understand leverages correctly, it is necessary to untwist 
elements involved in this process and the magnitude of their 
impact. 

Market-driven factors consist of elements which impact 
on the final price of fuels is determined by rationales arising 
through the interaction of different players on the market. In 
this group there are several significant factors to be 
considered, namely the crude oil price, then costs connected 
with each element of the supply chain involved in the process 
of extracting and delivering the final product (in this case, 
costs of refinement, distribution, marketing and margins of all 
involved parties, i.e. refineries, transportation companies, 
wholesalers and retailers) and finally relevant exchange rates. 
The most important exchange rate for the sake of this work is 
the CZK/USD ER, since all relevant quotes are denominated 
in USD.  

Within the administrative factors we examined taxes, 
namely the Value Added Tax (VAT) and the excise tax. In 
recent years we had to include into our consideration also EU 
directives concerning minimal contents of bio-originated 
matters. However these factors contribute quite significantly 
on the end price of fuels (more than 50 %) they will not be 
included into our consideration since they are more or less 
stable over longer period of time and because their changes 
are more predictable. 

Lastly, a group of external factors which do not directly fit 
into either of aforementioned groups. Here we may include for 
instance seasonality or the phase of the economic cycle. 

Despite the fact, that there are certain distinctions between 
the price creation of gasoline and diesel, a significant part of 
their price creation is similar therefore they can be researched 
jointly to a certain extent.  

IV. CONSTRUCTION OF THE FUEL END PRICE IN THE CZECH 
REPUBLIC 

The crude oil and its markets constitute only the first 
component of the pricing. The second component covers the 
process of the purchase and physical delivery of the raw 
resource to the Czech Republic.  
  

Tariffs connected with transporting crude oil are quite 
distinctive. There are generally two types of tariffs; cost-based 
and negotiated, whereas the latter type prevails for the transit 
tariffs. In general, the way how these tariffs are established 
and calculated shows significant difference from country to 
country and even with comparable methodology the spread of 
margins seems to be quite wide. Another issue is that since in 
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the majority of relevant countries these tariffs are negotiated 
on the state level and then implemented through the bilateral 
intergovernmental agreements, they are often subject to 
confidentiality rules and therefore it is difficult to understand 
the whole extent and therefore underpin the average costs 
relevant to the transferred amount [14]. 

Another element worth understanding is refinery margins, 
which could then help us to break down the overall margin to 
its three elements, i.e. refinery, wholesale and retail margins. 

According to Czech National Bank (CNB) these margins 
have oscillated between 0,5 % and 3,5 % in case of gasoline, 
whereas the oscillation in case of diesel was somewhere 
between 3 – 6,5 % during the last two years. Based on the data 
from CNB, it seems reasonable to use a rough margin of about 
1,5 for gasoline and 4,5 % for diesel [15]. 

However in most of the calculations we used prices cleared 
of VAT and excise tax, it is worth to mention also these taxes 
for better understanding of final price construction. Since the 
beginning of year 2012 the VAT is 21 % and the absolute 
amount of the Excise Tax added to gasoline is 12,84 CZK and 
for diesel 10,95 CZK. 

Since all important supply-chain-wise components have 
already been introduced it is possible to estimate the 
remaining margin on the final price. The gross margin reflects 
not only margins of retailers, however also costs connected 
with transportation and distribution on the Czech territory.  
The end price construction illustrates Table I. 
 
Table I - Construction of the end price of gasoline and diesel 
 Gasoline Diesel 
Elements  Price 

(CZK)  
Share 
(%)  

Price 
(CZK)  

Share 
(%)  

Crude oil price  14,7  40 %  14,7  40,3 %  
Transportation  0,7  1,9 %  0,7  1,9 %  
Refinery margin  0,56  1,5 %  1,63  4,5 %  
Gross margin  1,85  5 %  3,03  8,3 %  
Excise Tax  12,84  34,9 %  10,95  30 %  
VAT  6,36  21 %  6,31  21 %  
End price  36,7  100 %  36,4  100 %  
Source: CNB, CCS and various 
Note: Annual averages were used for prices and exchange rate 
conversions 
 

The exchange rate component is mentioned at the end of 
this part, since it stands a little bit aside of previous ones, 
however it has an importance for all of them. A more thorough 
analysis will be carried out later on, to uncover what kind of 
leverage the exchange rate really has and when it works in 
favor or against the development offered prices. For the sake 
of this model, a model rate of 20,18 CZK/USD was used to 
remain consistent with conversions, which have already been 
introduced. 

V. IMPACT OF OIL PRICE AND EXCHANGE RATE DEVELOPMENT 
ON THE NOMINAL OIL PRICE CALCULATED IN CZK 

 
As we may see in bellow mentioned Fig. 1 there is a 

negative correlation between exchange rate CZK/USD and 
crude oil prices. The national stand alone currency provides a 

cushion for Czech customers since it softens all the up and 
down swings in crude oil prices and thus it provides additional 
stability for country economy.  

 
Fig. 1 - Impact of oil price and ER development on the nominal oil 

price calculated in CZK 

 
Source: Thomson Reuters, CSS, own calculations 

VI. CRUDE OIL PRICE AND BARGES 
To uncover impacts on the end prices we examined also 

FOB barges of gasoline and diesel delivered to ARA 
exchange. According to literature barges delivered to 
Rotterdam would have been better indicators in relation to the 
Czech Republic, however they are not accessible, and barges 
delivered to ARA should equally reflect the market conditions 
in case of wholesale prices of respective fuels. It is necessary 
to bear in mind that these prices are quotes for purchases done 
in the Netherlands, therefore the real wholesale prices of fuels 
in the Czech Republic will be slightly higher because of the 
inland premium, which represents an incorporation of virtual 
additional costs connected with a theoretical (or actual) 
delivery of these products to the Czech territory [16]. 

To be more precise, we used 10 ppm Barge FOB Antwerp-
Rotterdam-Amsterdam (ULSD-10-B-ARA) for Diesel and 10 
ppm premium unleaded gasoline FOB ARA (PU-10PP-ARA) 
for gasoline. The quotes used reflect the daily middle price of 
spot contracts. 

The price development of respective barges tightly copy the 
price development of crude oil with a strong correlation with 
Brent spot prices (in particular 0,85 in case of gasoline and 0,9 
for diesel). And as we learned there is marginally stronger 
correlation between crude oil prices and the end prices in the 
Czech Republic (0,94 for gasoline and 0,949 for diesel) rather 
than between barges and the end prices (0,938 for gasoline and 
0,944 for diesel). Thus we used for further analysis Brent spot 
prices, since it constitutes the deciding rationale in the price 
creation of refined commodities in case of gasoline and diesel 
for end customers. However to examine lags between inputs 
changes and end price changes it was worth to use barges, 
where it is better apparent. 

VII. ANALYSIS OF THE END FUEL PRICES IN THE CZECH 
REPUBLIC 

For our analysis we used the database of  CCS company 
[17] which provides daily averages for Natural 95 (the most 
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common gasoline with an octane rating of 95) and Nafta 
(diesel) again between January 4,  2005 and September 23, 
2013. Before diving into the analysis it is important to mention 
few remarks concerning the analyzed set of data. This set is 
based on data taken from payments by bank cards, therefore a 
significant amount of data from cash payments might be 
missing, which might cause a certain extent of distortion in the 
analyzed time series, especially at the beginning of the data 
set, where the penetration of card payments was limited and 
therefore it is possible that this data is omitting several data 
sets, which might have influenced the average price.  

Second limitation is that these prices are reflecting daily 
averages for the whole country, therefore they might be 
negatively (in terms of objectivity) influenced by two factors: 
possible price wars taking place in certain regions, where 
stronger players might try to take out weaker participants, and 
by sales of fuels imported illegally without a proper duty 
payment. Both of these factors might have a mitigating effect 
on the “real” average price, however given the number of gas 
stations and observations present in the sample, it seems sound 
to assume that this data set provides a solid picture of fuel 
prices and their development over the years.  

The prices of both gasoline and diesel were cleared of VAT 
and the Excise Tax to better understand the development of 
market-driven factors. In this part the oil price were recounted 
using the daily exchange rate available on the pages of CNB. 

We also tried to test the hypothesis of a generally quite 
spread notion of a so called “seasonality” of prices on the 
Czech market, which should allegedly reflect the situation 
when prices of fuels go up during the summer, where they 
should be presumably driven by growing demand, because of 
vacations, etc. 

The logic of this notion is understandable, however severely 
limited and as it is possible to see from the graph, it fails to 
materialize on the Czech market. Even a possible increase in 
the demand during the summer is not therefore sufficient to 
overthrow the influence of crude oil prices, which are more 
sensitive to the overall economic development and market 
activities than to a possible growth in demand of fuels because 
of travelling during the summer in the western hemisphere. 

If anything, it would probably make more sense for crude 
oil prices to go up during the winter propelled by a growing 
demand for other refined products during this time of a year. 
The literature and analyzed data however do not provide a 
tangible proof, that seasonality is a reoccurring pattern, which 
has a clear impact of prices. The thing is rather that the 
naturally growing demand during winter months is clashing 
with news about supply capacities and the general mood on 
the markets [18]. 
 
Fig. 2 - Comparison of crude oil prices, diesel barge prices and 
end diesel price in CZK 

 
Source: Source: EIA, CNB, CCS, Thomson Reuters, own calculations 
Note: End diesel prices cleared of VAT and excise tax as explained in 
the text 
 

VIII. IS END PRICING OF FUELS ON THE CZECH MARKET TRULY 
ASYMMETRIC? 

Graphs developed in previous chapter visually support the 
hypothesis that results presented by Ratschenko [6] or 
Bettendorf et al. [7] concerning asymmetric pricing could be 
relevant also for the Czech market. In order to develop this 
hypothesis further and understand whether it is truly supported 
by data we will compare the daily relative differential in 
changes of prices of Natural 95, nafta and the respective 
barges. The underlying logic is to understand the difference 
between differentials in cases of increasing and decreasing 
prices. 

As mentioned in the Methodology chapter, the analysis will 
be carried out by subtracting the relative daily changes in end 
pricing and pricing of commodities. This should provide two 
types of insights. First of all, the comparisons of slopes of 
upward and downward trends should provide an idea whether 
end market pricing is truly asymmetric (to be more precise, if 
the trajectory of upward movement is concave and the 
trajectory of the downward movement as well relative to the 
underlying development then the asymmetry is present) and if 
there are any lags concerning the reaction on a change (which 
would manifest in negative differential in case of upward trend 
or vice versa).  

On following graphs you can see the relative differential 
day by day for gasoline and diesel. The comparison is done 
against prices of barges, since they visually seem to better 
reflect short-term price shocks relevant for the retail market.  
 
Fig. 3 - Moving average of reactions towards price change in 
underlying commodity 
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Source: Thomson Reuters, CSS, own calculations 
 

These figures further confirm that the reaction toward an 
increase in price is generally more significant that the reaction 
towards the decrease with a stronger inclination towards 
higher upward volatility in cases of growth of the underlying 
commodity. The moving average of 65 periods reflecting the 
average daily reaction towards changes in end prices also 
indicates an asymmetric pricing in respective to the 
development of the barge price, which is visible in both cases 
despite diesel being less sensitive. However it is also visible 
that the reaction is becoming somehow less sensitive with 
increase absolute value of the end price. This can have several 
reasons, where some of those were developed by Lewis and 
presented by Bettendorf et al.[7]. According to this, customers 
have myopic expectations, meaning that their expectations are 
based on past observations, i.e. if they observe lower prices 
only minimum of them decides to search for better prices, 
since they are satisfied by this result and they have only a very 
limited idea, what the “fair” price should be, which puts a lot 
of sense into a quite gradual decrease of the end price. On the 
other hand, when the cost element increases, companies tend 
to react very sharply on this incentive to remain profitable. 
This can also to a certain extent explain a less sensitive 
reaction towards the increase in commodity prices when the 
price of the end fuel is high. This development is actually 
rendering the remaining parts of the cost structure less 
demanding in the relative sense, providing retailers with a 
more leeway in terms of realizing the profit and therefore also 
presumably tightening the competitive environment, where 
participants are reluctant to increase prices, since the 
competitive response might not follow this tactics, which 
could cause a loss of customers to cheaper competitors. 
 

The statistical estimation of how big the lag really is and 
where exactly is located, is a bit beyond the scope of this study 
and a good incentive to deepen the analysis in some follow-up 
econometrical work, however it is possible to understand it is 
relative frequency. To do this, two data will be observed. 
Firstly, what is the average differential (difference between 
change in barges and change in end prices) and in how many 
cases the reaction on the end market was reversed. This should 
provide us with a sense how sizeable the dissonancy really is.  
The average differential, showing the relative difference 
between intraday changes, is 1,3 % over the set with a 
standard deviation of almost 1,7 % for gasoline, signalling that 
there are indeed significant differences between the daily 
change of the barge and the end price adjustment. For diesel 
this average is a bit lower, of 1,1 %, though the standard 
deviation is again higher of 1,3 %, suggesting that both fuels 
follow very similar patterns of behaviour. Another interesting 
insight is, that the relative frequency of reversed reactions (an 
end price adjustment which is opposite in terms of change to 
the change of the barge) for gasoline is over 30 %, namely 975 
out of 3195 observations, which shows that the lags in 
adjustment are relatively frequent, and this number does not 
change very much for diesel (30,2 %). 

There are several factors which might help to explain this at 
first sight surprising behaviour. One was offered by 
Radschenko [5] by stating that 97 % of price shocks are 
perceived only as swings which will be very quickly corrected 
by the market itself. The explanation could be however based 
on the fact, that gas stations have only limited ways how to 
adjust their prices to immediate changes. Based on the 
correlation with crude oil and barges pricing, it seems fair to 
assume that a gas station will set its prices in line with these 
price developments. However it has only limited time frame to 
do that and therefore it is not able to perfectly adapt to 
intraday changes. For instance if the gas station is setting its 
prices for the following day in the evening, it cannot observe 
what will happen the next day, which would then explain this 
slightly peculiar result. The other thing might be that this 
thesis is working with averages of spot prices, however the 
high and low values can also influence a behaviour of gas 
stations by biasing their expectations to higher/lower prices 
and thus diverging their pricing from the underlying asset. 

On the following figure prices of gasoline barge and end 
gasoline price are translated to an index more accurately 
showing the delayed reaction as well as a certain ignorance 
concerning sudden developments in the barge price. It is likely 
that these two observed patterns are mutually dependent 
because of their nature (since the reaction on the initial price 
change could be lagged, a participant is able to observe a 
following price adjustment, which is mitigating the impact of 
short-run price shocks).  

The limited volatility of the end price is also very well 
documented on Fig. 4, where the index showing gasoline 
prices is much less volatile with an average of 1,5 and 
standard deviation of 0,28 than the barge index with an 
average of 1,9 and a standard deviation of 0,44 giving a 
narrower interval of distribution of +- one standard deviation 
by almost 10 %.  

This figure is also providing yet another graphical proof that 
the pricing is asymmetric with a generally concave character, 
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which is reflecting the aforementioned tendency to reflect the 
upward trend more quickly than the opposing one. In the last 
period there are visible tendencies of a trend alternation to the 
convex curve, possibly reflecting the behaviour implied by the 
Lewis theory mentioned in the previous paragraphs.  

It is visible that diesel prices expressed in indexes more 
tightly follow barge prices changes, which might be possibly 
caused by the seemingly lower volatility of the data set from 
day to day, which could suggest that if the change is not that 
strong on daily basis, gas stations have higher trust in the 
market and therefore they are more ready to make the change 
earlier. The tendency to asymmetrical pricing seems to be 
slightly weaker than in case of gasoline with quite quick 
adjustments towards both increases and decreases in the price. 
One reason of this could be that unlike gasoline diesel prices 
are targeting also corporate customers which are presumably 
more price sensitive and have a better overview of conditions 
on the market. Therefore the reaction is forced by the 
competitive pressures. Nevertheless it is still present. 

 
Fig. 4 - Indexed expression of changes in barges and end 

prices of gasoline and diesel 
 

 
Source: Thomson Reuters, CSS, own calculations 
 

According to the presented data and their analysis it is 
therefore possible to conclude that the retail market of fuels in 
the Czech Republic shows signs of both asymmetric pricing 
and lags in reaction to changes, which both could be utilized 
by relevant companies. 
 

IX. CONCLUSION AND PRACTICAL IMPLICATION 
This paper sought to provide a comprehensive analysis of 

all important factors involved in the end gasoline and diesel 
price creation in the Czech Republic with a major focus on 
delivering an understandable and applicable insights for 
companies, which could benefit from understanding them.  

Whilst a significant number of factors is involved, it has 
been concluded that there are only few ones (namely prices of 
crude oil, prices of gasoline and diesel barges and exchange 

rate), which directly influence the pricing on daily basis and 
they are in the same time relatively easy to be observed.  

The analysis of USD prices of crude oil and CZK/USD 
exchange rate also showed that there tend to be a strong 
inverse relationship between the prices of crude oil and the 
nominal rate of CZK/USD resulting into the fact that this 
exchange rate poses as a cushion for the volatile development 
of oil prices mitigating its impact in the prices expressed in 
CZK.  

Following that, a strong positive relationship between crude 
oil, gasoline and diesel end prices and their respective barges 
has been established, leaving only narrow margin of 
differences, caused mainly by asymmetrical reactions and 
reaction lags.  

Asymmetrical reactions of the end price to price changes in 
underlying commodities were present on the whole set of data, 
manifested by a generally concave shape of the reaction curve, 
pointing to a quicker adjustment to increasing price than vice 
versa. This trend tends to be stronger, when the end prices of 
fuels are relatively lower, likely relating to the hypothesis of 
Lewis, that companies tend to firstly secure at least some 
profitability, however after fulfilling this goal they start to 
incorporate the circumstances defined by their competitive 
landscape into their decision making. There are also numerous 
reaction lags presented, resulting in an imperfect adjustment of 
the end prices, which are however still very closely reflecting 
the development in underlying commodities.  

All these insights provide several implications for 
concerned companies. There are generally two kinds of 
companies which can benefit from the outcomes of this work. 
Those might be either gas stations which can better understand 
the dynamics of the industry and therefore adjust their 
adaptation patterns. The second group consists of companies, 
which cost structure contains fuel. They tend to refrain from 
doing long-run hedging bets, because of cost savings or 
because of the variety of their business and they are not in the 
same time able to flexibly translate additional costs arising 
from fuel price fluctuations to their end customer pricing. This 
could be typically for instance a smaller size transportation 
company, which tends to buy larger quantities of fuel at given 
points of time and would like to understand what kind of 
patterns are reoccurring to better plan its purchasing decision 
and what kind of risks it will face doing so.  

This paper provides a substantial amount of insights based 
on empirical data and analysis of long-run time series to be 
correspondingly instrumental, yet it also brings up several 
interesting questions which could be researched and possibly 
bring deeper dive into this dilemma.  

There are two main rationales upon which these companies 
can react. It is the operational, or more of a ”day-to-day” 
reaction and strategy, which helps to understand what will 
happen in the future.  
From the operational point of view, both types of companies 
are expected to be able to a certain extent to plan ahead 
therefore they have some flexibility in their adjustments to the 
current development. Both groups are good off with observing 
spot prices of Brent or possibly barge prices development 
(however since these data are not publicly available as 
complete time series, the Brent time series should be good 
enough, since there is a very strong correlation), exchange rate 
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of CZK and USD and make adjustments based on these two or 
three time series.  

For gas stations it is important to understand, what is the 
expected development in the end price to be able to find the 
balance between realizing as much profit per litre as possible 
whereas staying competitive price-wise. With that in mind a 
gas stations want to know what will happen to the end price 
when the underlying commodity changes. 

First of all, it is important to follow the price of crude 
oil/appropriate barge calculated into CZK currency, which is 
the most telling factor. In this case it is possible to generally 
expect an existence of an exchange rate pillow, which will 
mitigate the swings in the price of the underlying commodity, 
therefore the impact in the end price will not be that volatile as 
a rule. With this observation there are then basically three 
modus operandi. If the underlying price goes up, gas stations 
can expect that if the current end price is relatively low, the 
adjustment will be quite quick and closely resemble the 
growth of the commodity price. This gives them a chance to 
make a quick adjustment and therefore extract additional 
profits. If the end price is however already high, it is a good 
idea to see how the market will adjust, since there is a good 
chance for the adjustment not to be that rapid, because other 
participants in the market are starting to be more aware of 
their competitors’ behaviour and they are less willing to 
rapidly increase the price.  

On the other hand, if the underlying asset price goes down, 
it is safe to assume that other players will adjust their retail 
prices only very gradually and therefore the same thing could 
be done by an individual gas station, which in the same time 
does not have to react immediately, since there are frequent 
time lags present, suggesting that the translation of the shocks 
occurring in commodities to the end price is delayed, which 
gives a leeway to that particular gas station, because the 
reaction does not have to be prompt.  

Apart from these factors, which should be observed on a 
day-to-day basis, there are also long-term factors, which 
change very predictably and the magnitude of change is rather 
limited, nevertheless there are several things to this, about 
which is necessary to have an idea. In this context this is 
mainly the development of administrative factors, i.e. the tax 
burden and possibly content of bio-originated matters. All 
these factors influence the price however their effect is very 
well predictable. 

To conclude, it is fair to mention that an individual gas 
station should seek to understand the particular development 
in its whereabouts. This dilemma is already outside of the 
scope of this work, yet it is important to stress that there might 
be differences in pricing and price adjustments based on 
physical location. A good strategy perhaps might be to run a 
mystery shopping around its whereabouts, prepare a time 
series and compare it with outcomes of this work.  

In case of the second group of companies, the underlying 
logic is very much the same as for gas stations only in their 
case they need to understand how it is possible to mitigate the 
impact on their costs. They should therefore tend to purchase 
as soon as possible during the bullish development of the 
market thus taking advantage of reaction lags and surpassing 
the adjustment of gas stations. On the other hand, when facing 
more of a diving trend, it seems to be a good idea to wait for 

some time to make the purchase since the adjustment of the 
end price tends to be more gradual.  

The strategic perspective is then shared for both these 
players, because it mainly deals with understanding what will 
be the future development. This is again beyond the scope of 
this work and generally a quite problematic field, since 
forecasting of the price development of commodities is always 
a knotty job.  

Despite this there are several points to be made. As it was 
already mentioned, there are two main groups of variables 
coming into play there, which could be subject to forecasting 
efforts. The first is the price of crude oil/barges and second is 
the exchange rate. In case of the first one, it is a good idea is to 
observe trends accompanying its underlying factors (such as 
demand versus supply conditions, overall trends in 
consumption, etc.) as well as how it is perceived by investors, 
or to put it differently, how they treat it in connection to other 
commodities (as we already saw, there is currently a growing 
correlation between oil prices and prices of other 
commodities, suggesting that this is a place where we can 
extract some information). It could be also useful to monitor 
the nominal rate of USD as well as its effective rate, which 
can also hint about the prices of crude oil. For future 
development of crude oil prices it might be also relevant to 
observe prices of relevant futures, which were in the past able 
to implicitly forecast the development more precisely than 
analytics, however it is questionable how they are doing post-
crisis [19]. It is though still important to keep in mind that this 
foretelling is based on empirical data from the past and 
therefore has only limited implications for the future 
development. 
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Approximation of a wanted flow via
topological sensitivity analysis

Mohamed Abdelwahed

Abstract—We propose an optimization algorithm for
the geometric control of fluid flow. the used approach is
based on the topological sensitivity analysis method. It
consists in studying the variation of a cost function with
respect to the insertion of a small obstacle in the domain.
Some theoretical and numerical results are presented in
2D and 3D.

Keywords—Sensitivity analysis, topological gradient,
shape optimization, Stokes equations.

I. I NTRODUCTION

T HE optimal control of fluid flows has long
been receiving considerable attention by engi-

neers and mathematicians due to its importance in
many applications involving fluid related technol-
ogy [11], [16]. There is a wealth of literature on op-
timal control of flows through suction and injection
of fluid along domain boundaries, see e.g. [7], [12].
In the context of design, one of the first studies is
found in [18]. It is devoted to determine a minimum
drag profile submerged in a homogeneous, steady,
viscous fluid by using optimal control theories for
distributed parameter systems. Next, many shape
optimization methods are introduced to determine
the design of minimum drag bodies [8], [15], [19],
diffusers [5], and airfoils [6], [17]. The majority of
works dealing with optimal design of flow domains
fall into the category of shape optimization and
are limited to determine the optimal shape of an
existing boundary.

It is only recently that topological optimization
has been developed and used in fluid design prob-
lems. It can be used to design features within the
domain allowing new boundaries to be introduced
into the design. In this context, one of the first
approaches is proposed by Borvall and Petersson
in [3]. They implemented the relaxed material
distribution approach to minimize the power dis-
sipated in Stokes flow. To approximate the no-slip
condition along the solid-fluid interface they used
a generalized Stokes problem to model fluid flow
throughout the domain. Later, this approach has

M. Abdelwahed is with the Department of Mathematics, Col-
lege of Science, King Saud University, Riyadh 11451, Kingdom
of Saudi Arabia e-mail: mabdelwahed@ksu.edu.sa.

been generalized by Guest and Prévast in [9]. They
treated the material phase as a porous medium
where fluid flow is governed by Darcy’s law. For
impermeable solid material, the no-slip condition is
simulated by using a small value for the material
permeability to obtain negligible fluid velocities at
the nodes of solid elements. The flow regularization
is expressed as a system of equations; Stokes flow
governs in void elements and Darcy flow governs
in solid elements.

In this paper, we propose a new, fast and ac-
curate optimization algorithm based on topological
sensitivity analysis [1], [2], [10], [13], [14], [20]. It
consists in studying the variation of a cost function
with respect to a small topological perturbation of
the fluid flow domain.

To present the basic idea, let us consider a
domain Ω ⊂ IRd, d = 2, 3 and a cost function
j(Ω) = J(Ω, uΩ), whereuΩ is the velocity field
solution to Stokes problem defined inΩ. Forε > 0,
let Ωε = Ω\(x0 + εω) be the fluid domain ob-
tained by inserting a small obstaclex0 + εω in Ω,
where x0 ∈ Ω and ω ⊂ IRd is a fixed bounded
domain containing the origin, whose boundary
∂ω is connected and piecewise of classC1. The
topological sensitivity analysis method leads to
an asymptotic expansion of the functionj in the
following form:

j(Ωε) = j(Ω) + f(ε)g(x0) + o(f(ε)),

wheref(ε) is a scalar positive function going to
zero with ε. This expression is called the topo-
logical asymptotic expansion andg is called the
topological gradient. The functiong is very easy
to compute. In order to minimize the cost function,
the best location to insert a small obstacle inΩ
is whereg is negative. In fact ifg(x0) < 0, we
have j(Ωε) < j(Ω) for small ε. Starting with
this observation, a topological optimization algo-
rithm can then be constructed. The optimal design
is obtained using an iterative process building a
sequence of geometries(Ωk)k with Ω0 = Ω. At
the kth iteration the topological gradientgk is
computed inΩk and the new geometryΩk+1 is
obtained by inserting an obstableωk in the domain
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Ωk; Ωk+1 = Ωk\ωk. The obstacleωk is defined by
a level set curve ofgk

ωk = {x ∈ Ωk, such thatgk(x) ≤ ck < 0} ,

where ck is chosen in such a way that the cost
function j decreases as most as possible. This al-
gorithm can be seen as a descent method where the
descent direction is determined by the topological
sensitivity gk and the step length is given by the
volume variationmeas(Ωk\Ωk+1).

The paper is organized as follows. In section 2,
we give a statement of the optimization problem.
Section 3 is devoted to a topological sensitivity
analysis for the Stokes equations. The obtained
results are valid for a large class of cost functions.
Similar analysis is developed by Guillaume and
SidIdris in [10]. Their approach is based on an
adaptation of the adjoint method and a domain
truncation technique that provides an equivalent
formulation of the PDE in a fixed functional space.
In this work, we derive a simplified topological
sensitivity analysis for the Stokes equations without
using the truncation technique. In section 4, we
present some numerical experiments showing the
efficiency of our approach.

II. TOPOLOGICAL OPTIMIZATION PROBLEM

Consider a viscous incompressible fluid flow
in a bounded domainΩ ⊂ IRd, d = 2, 3. We
assume that the fluid flow is governed by the Stokes
equations.
We denote byΩ\ωε the perturbed domain, obtained
by inserting a small obstacleωε = x0 + εω in the
initial domain flowΩ. In Ω\ωε, the velocityuε and
the pressurepε are solution to





−ν∆uε +∇pε = F in Ω\ωε

div uε = 0 in Ω\ωε

uε = 0 on Γ
uε = 0 on ∂ωε.

(1)

whereν is the (constant) fluid kinematic viscosity,
andF is a given body force per unit of mass. Note
that for ε = 0, (u0 , p0) is solution to




−ν∆u0 +∇p0 = F in Ω

div u0 = 0 in Ω
u0 = 0 on Γ.

(2)

Consider now a design functionj of the form

j(Ω\ωε) = Jε(uε), (3)

whereJε is defined onH1(Ω\ωε)d for ε ≥ 0
Our aim is to determine the optimal location of the
obstacleωε in the domainΩ in order to minimize

the cost functionJε(uε). Then, the optimization
problem we consider is given as follows:

min
ωε⊂Ω

Jε(uε) such that, for somepε, (4)

(uε, pε) is a solution of (1) inΩ\ωε.

To this end, we will derive a topological asymptotic
expansion of the functionj with respect toε.

III. T OPOLOGICAL SENSITIVITY ANALYSIS

In our topological sensitivity analysis, we have
to distinguish the casesd = 2 and d = 3. This
is due to the fact that the fundamental solutions
(E, Π) to the Stokes equations inIR2 and IR3

have essentially different asymptotic behaviour at
infinity. We have ifd = 3

E(y) =
1

8πνr

(
I + ere

T
r

)
,

Π(y) =
y

4πr3

and if d = 2

E(y) =
1

4πν

(
− log(r)I + ere

T
r

)
,

Π(y) =
y

2πr2
,

with r = ||y||, er = y/r and eT
r is the transposed

vector ofer.
Next we assume thatJε satisfies the following

assumption.
Hypothesis 3.1:i) J0 is differentiable with re-

spect tou, its derivative being denoted byDJ0(u).
ii) There exists a real numberδJ such that∀ ε ≥ 0

Jε(uε)− J0(u0) = DJ0(u0)(ûε − u0)
+f(ε)δJ + o(ε), (5)

wheref is a scalar function and̂uε is an extension
of uε in Ω respectively defined by:

f(ε) =
{

ε if d = 3,
−1/ log(ε) if d = 2,

ûε =
{

uε in Ω\ωε,
0 in ωε.

A- The three dimensional case:Let (U, P )
denotes a solution to





−ν∆U +∇P = 0 in IR3\ω
div U = 0 in IR3\ω

U −→ 0 at∞
U = −u0(x0) on ∂ω.

(6)

We start the derivation of the topological asymp-
totic expansion with the following estimate of the
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H1(Ω\ωε) norm ofuε(x)−u0(x)−U(x/ε). This
estimate plays a crucial role in the derivation of
our topological asymptotic expansion. It describes
the velocity perturbation caused by the presence of
the small obstacleωε.

Proposition 3.1:There existsc > 0, indepen-
dent ofε, such that for allε > 0 we have

‖uε(x)− u0(x)− U(x/ε)‖1,Ω\ωε
≤ c ε.

The following corollary follows from Proposition
3.1. It gives the behaviour of the velocityuε when
inserting an obstacle. The principal term of this
perturbation is given by the functionU , solution
to (6).

Corollary 3.1: We have

uε(x) = u0(x) + U(x/ε) + O(ε), x ∈ Ω\ωε.

We are now ready to derive the topological asymp-
totic expansion of the cost functionj. It consists
in computing the variationj(Ω\ωε) − j(Ω) when
inserting a small obstacle inside the domain. The
leading term of this variation involves the solution
to a boundary integral equation (see Theorem 3.1).

Theorem 3.1:[13] If the assumption 3.1 holds,
the functionj has the following asymptotic expan-
sion

j(Ω\ωε) = j(Ω) + ε
[(
− ∫

∂ω
η(y) ds(y)

)
.v0(x0)

+δJ
]

+ o(ε),

wherev0 is the solution to the adjoint problem



−ν∆v0 +∇q0 = −DJ(u0) in Ω

div v0 = 0 in Ω
v0 = 0 on Γ.

The functionη ∈ H−1/2(∂ω)3 is the solution to
the following boundary integral equation∫

∂ω

E(y − x) η(x) ds(x) = −u0(x0), ∀y ∈ ∂ω.

In the particular case whereω = B(0, 1),
the density η is given explicitly η(y) =

−3ν

2
u0(x0), ∀y ∈ ∂ω.

Corollary 3.2: If ω = B(0, 1), under the as-
sumption 3.1 we have

j(Ω\ωε) = j(Ω) + ε
[
6πν u0(x0).v0(x0) + δJ

]

+o(ε).

B- The two dimensional case:In the two di-
mensional case we have the following asymptotic
expansion.

Theorem 3.2:If the assumption 3.1 holds,j
admits the following asymptotic expansion

j(Ω\ωε) = j(Ω)+ −1
log(ε)

[
4πν u0(x0).v0(x0)

+δJ
]

+ o
(

−1
log(ε)

)
.

IV. N UMERICAL EXAMPLES

We consider a tankΩ filled with a viscous and
incompressible fluid. The aim is to determine the
optimal shape of the fluid flow domain minimizing
a given objective function.

Our implementation is based on the following
optimization algorithm. We apply an iterative pro-
cess to build a sequence of geometries(Ωk)k≥0

with Ω0 = Ω. At the kth iteration the topological
gradientgk is computed inΩk and the new geom-
etry Ωk+1 is obtained by inserting an obstacleωk

in the domainΩk; Ωk+1 = Ωk\ωk. The obstacle
ωk is defined by a level set curve ofgk

ωk = {x ∈ Ωk, such thatgk(x) ≤ ck < 0} ,

where ck is chosen in such a way that the cost
function j decreases as much as possible.
The algorithm :
• Initialization: chooseΩ0 = Ω, and setk = 0.
• Repeat untilgk ≥ 0 in Ωk:

- solve the Stokes equations inΩk,
- solve the associated adjoint problem inΩk,
- compute the topological sensitivitygk(x)
∀x ∈ Ωk,

- determine the obstacleωk,
- setΩk+1 = Ωk\ωk,

• k ←− k + 1.
This algorithm can be seen as a descent method

where the descent direction is determined by the
topological sensitivitygk and the step length is
given by the volume variationmeas(Ωk\Ωk+1).
The natural optimality conditiongk(x) ≥ 0, ∀x ∈
Ok is used as stopping criteria [4].
Approximation of a wanted flow.The aim is to
determine the optimal shapeO∗ ⊂ Ω of the fluid
flow domain such that the velocityuO∗ , solution to
the Stokes equations inO∗, approximate a wanted
flow wd defined in a fixed domainΩm ⊂ Ω.
The optimal shapeO∗ can be characterized as the
solution to the following topological optimization
problem

min
O⊂Ω

∫

Ωm

|uO − wd|2dx,

whereuO is the solution to the Stokes equations
in O ⊂ Ω. This test is treated in two and three
dimensional cases. In 2D, the tankΩ = [0, 1.5] ×
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[0, 1], the domainΩm = [0, 1.5]× [0.8, 1] and the
velocity fieldwd is defined by:wd = (1, 0) in Ωm

and wd = (0, 0) elsewhere. The numerical results
are described in Figure 1. A 3D extension of this
case is presented in Figure 2.

Γin Γout

Ωm
target flow

dw

u= (0,0)

u= (0,0)

u= (0,0)

(1,0)u=(1,0)u=

u.n=0

(a) The initial geometryΩ (b) The velocity field
in the initial domain

(c) The optimal domain
is obtained in only 3 it-
erations

(d) The velocity field in
the obtained domain

Fig. 1. Approximation of a wanted flow: 2D case

mΩ

Γ Γin out

u.n=0

u=(1,0,0)

u=(0,0,0)
u=(0,0,0)

u=(1,0,0)

u=(0,0,0)

(a) The initial geometry (b) The velocity field
in the initial domain

(c) The optimal domain is
obtained in only 4 itera-
tions

(d) The velocity field
in the obtained domain

Fig. 2. Approximation of a wanted flow: 3D case
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Abstract—Runoff stationary critical flow is investigated as a
stochastic process by means of two routing simulation models,
a stream confluence, which has beens interpreted as a Marcus-
Lushnikov coalescence process, and a channel splitting model,
which has ben interpreted as a Markov chain over a regular
tree. Despite of the expected similarity due to expection that they
should be seen as one the backward of the other, the initiation
and the stopping methods using in algorithms influence strongly
stream size distribution.

Index Terms—runoff, stochastic processes

I. INTRODUCTION

Runoff is a fundamental process in surface hydrology,
related to phenomena as erosion, landslides and flooding, all
issues of growing importance for civil risks and food security
in a climate-change scenario.

Runoff takes place at any rainfall event and its intensity and
duration are related to scale and period of runoff: in practice
it occurs when rainfall rate is greater than infiltration rate, and
when the process reach a certain scale it is the main driver of
hydrological network, both feeding and forming it. At basin
scale routing models are widely used to forecast how streams
collect water from its catchment area: in such approaches the
watershed is represented in terms of homogeneous surfaces
where runoff is interpreted by simple dynamics as the mean-
field Kinematic Wave one ([4],[1]).

Though the complexity of routing models justify such
lumped approach, physically-based models have been contin-
uously chased as an El-Dorado ([6]) because of the need to
describe the very nature of runoff process mat a field scale.

One of major problem in developing a physical model of
runoff stay in surface complexity, which is usually represented
in terms of roughness, a concept related to a number of
measurable variables (e.g. pocket density, average depth, ..)
with a strong spatial variability.

The present approach is aimed to identify which stochastic
processes are suitable to model runoff at such a scale, an issue
which is faced interfacing the phenomenological description to
stochastic language by means of simulation models.

Phenomenology

Runoff is a process occurring over a surface which normally
owns depressions (pockets) with a size ranging from the scale
of mm to that of dm.

During a rainfall randomly falling droplets are collected by
those depressions, and when rainfall intensity exceeds pocket
leakage (infiltration) a cascade begins 1.

Fig. 1. Sketch of pocket cascade (from [1])

As those depression have different height, capacity and
location, spilling occurs in a random direction feeding the
closest pocket. Streams merges and increase in size and sone
generate rills and channels 2..

Fig. 2. Divide of a surface forming a pocket cascade

In 2D view runoff field may be seen as made of pockets
whose centers are located randomly as nodes of a lattice.

Toy model #1

To simulate runoff a depression lattice can be easily gen-
erated by means of a random (uniform) distribution, while
Thiessen - Voronoi geometrical approach can be used to
generate a polygonal divide of the surface (see figure 3).
From the catchment area boundary poligons are conveniently
removed.

The generated coverage is related to a pocket size distribu-
tion reported in figure 4 (right side).

Such a coverage is used to produce a discharge network,
assigning each node (pocket) a downstream child on the base
of slope (giving the main flow direction), distance and angle.

Stream network generation procedure is based on two steps:
• for each node (pocket) identification of downward child

node is made whose multiplicity is increased.
• starting from nodes with multiplicity 0 (source pockets),

streams are drawn to child nodes whose resolved multi-
plicity is reduced while increasing the size of the stream
that will emerge from it;

• the last step is repeated for the nodes reaching a residual
multiplicity equal to 0, till zeroing the nodes.
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Fig. 3. 2D distribution of 500 pockets generated in Matlab with ran-
dom(’uniform’) function and their Thiessen-Voronoi spatialization

Fig. 4. Distribution of pocket size

Such an algorithm does not simulate true dynamics, as con-
fluence nodes stay in a dormant state till every uphill nodes
are waken up (residual multiplicity goes to 0).

So doing a routing network is generated corresponding to
stationary critical flow that is a full stream saturation under
a constant rainfall regime without considering surface floods
(stream merging) and erosion (hard surface assumption).
Under these hypothesys it is possible to identify two kind of
pockets, ’sources’ (tree leaves) which feed the network, and
’confluence nodes’ representing those pockets where streams
merge to one another 5.

Node multiplicity is shown in figure 6 where, apart a large
number of ’sources’a certain amount of nodes with more than
2 confluences are also present.

Figure 7 reports the distributions of stream size (flow).

Toy Model #2

Another way of generating a runoff routing can be easily
obtained as a binary branching scheme going back from the
outlet channel. Figure 8 has been obtained by successive
random bifurcations (split has been obtained using a uni-
form distribution), stopping the process when the branch size

Fig. 5. Criptical flow routing obtained from the divide in figure 3

Fig. 6. Confluence multiplicity of nodes in figure 3

reaches 1/1000 of that of main stream; branches total to around
4000.

Model #2 as much as Model #1 can be useful to develop
rainfall-runoff models at field scale to study the response to
roughness.

Both models support a delay which can be easily related
to stream size, though it doesn’t perform any leaf node
spatializatiom: to assign each graph leaf a pocket without
leaving empty spaces, additional rules should be added further
(e.g. as in basin-scale models, [5]).

II. COALESCENCE AND BRANCHING PROCESSES

The models used above make runoff similar to other phe-
nomena widely studied in the literature in terms of stochastic
processes, as coalescence of particles in dispersed media
(aerosols and hydrosols), formation of agglomeration of emul-
sion droplets (oil separation) or coagulation (before gelation),
solid state avalanche breakdown in electronics.

Marcus-Lushnikov model

Model#1 can be seen as a Marcus-Lushnikov (ML) coa-
lescence process, where a couple of particles (streams) with a
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Fig. 7. Distribution of log of stream size

Fig. 8. Bottom-up reconstruction of a runoff process; x-axis is an arbitrary
cohordinate systems used just for display purposes whereas on y-axis is the
number of splits

given mass (flow) coalesce (merge) to a new entity conserving
their mass:

(x) + (y)→ (x+ y)

It is a particular Markov chain process considering n(> 1)
finite mass particles of mass (x1, .., xn) ∈ (0,∞)n, with total
mass M(=

∑
i=1,n xi) .

Such a process has been formerly described from Lushnikov
([2] ) introducing the state of the system:

Q = n1, .., ng, ..

which is a mass distribution function where ng is the
number of particles of size g : each time a coalescence event
takes place, two bins decrease of one unit and one of them
increases of one unit

Q+ = n1, .., nl − 1, ..nm − 1, ..nl+m + 1, ..

therefore the mass distribution integral |Q| =
∑
ni is not

time-conservative, while the total mass M =
∑
yi · nidoes.

In the case of runoff, assuming that particles (source pock-
ets/streams) of the same size, namely n(x, 0) = N · δ(x0) ,
the process is made a discrete one, and all the downhill stream
sizes are multiple (g is multiplicity) of the source one (which
can be easily related to roughness).

Therefore the distribution transformation process: Q→ Q+

can be represented by the rate A(Q+, Q) :

A(Q+, Q) = Kl,m · nl(Q) · [nm(Q)− δ(l,m)]

where ng(Q) is the number of particles with size g in the
state Q, and Kl,m is the probability of coalescence of two
streams of size l and m respectively.

As model #1 is describing a steady state regime, Marcus-
Lushnikov process should be considered as a space process;
however as it is not possible to observe every particles
(streams) of the system simultaneously, we have to look at
the process in terms of strips of length δz where an injection
of ’new’ source streams occur and the total number of streams
is conserved:

Q → Q+ + {N − |Q+|, 0, .., 0}

where|Q| is the number of streams in the considered state.

Splitting model

Even if split process (also know as binary branching/Galton-
Watson p.) seems the better candidate to represent model #2,
it is also obvious that branching is not an option as split
probability refers to the partitioning of a particle of mass l:

(l)→ (x) + (l − x) ; 0 < x < l

Therefore partitioning occurs on a graph which in first
instance can be assumed to be a regular tree, and the process
is a Markov chain on a tree (see e.g. [3]) where, at each
branching, a new Markov chain is initiated. Therefore in a
backward runoff process it applies repetitively, starting from
the main channel, which after n steps reduces its size by:

rn = x1 · . . . · xi · y1 · . . . · yn−i : y = 1− x

In fact runoff Model #2 has some discrepancies with such
a split process:

• stream length is not taken into account so probability of
branching after a fixed roughness dependent time/space
interval is considered to be 1;

• at branching the partitioning probability density is ran-
dom (uniform);

• branch production is stopped as a roughness-dependent
size is reached, that is when L · rn < L0.

As a dead event takes place, the particle is no more split,
therefore the process stops. Distribution of stream size is
shown in the figure 9 where after applying a log transformation
to size, a gaussian-like behavior appear, which suggests an
interpretation in terms of diffusive models.
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Fig. 9.

III. CONCLUSIONS

The study analyzes the possibility to represent runoff in
terms of a couple of stochastic processes, the coalescence
(Marcus-Lushnikov) and the splitting one, revealing that the
former one could be used once introducing an injection of
particles to conserve their number. The process which can
be used to represent the inverse runoff model could be a
simple Markov chain over a regular tree, with a death term
to consider the reaching of a stream of its birth point. Even
if both routing models seem to be sound with the physical
interpretation, initiation and stopping methods used in routing
algorithms don’t allow them to produce the same distributions
of stream sizeo.
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Abstract—In this paper, let p  a prime number and A  an 

abelian p  group . We defined weak extension property and we 

establish the result follows: for all x A   if x   is a direct 

summand of A  while there exists xm   such that 

1( ) xx m x A     where ( )Aut A  satisfies the weak 

extension property and 
1A  is the first Ulm subgroup of A . 

 

Keywords—Abelian goups, p  group, order, direct sums of 

cyclic groups, basic subgroups, monomorphism group, automorphism 

group.  

I. INTRODUCTION 

N 1987, P. Schupp showed, in [3], that the extension 

property in the category of groups, characterizes the inner 

automorphisms. M. R. Pettet gives, in [4], a simpler proof of 

Schupp’s result and shows that the inner automorphisms of a 

group are also characterized by the lifting property in the 

category of groups. The automorphisms of abelian p  groups 

having   the   extension   property  in  the  category  of  abelian  

p  groups are characterized in [1].  

 

Definition 1. Let   a class of abelian p  groups and let 

A . We say that automorphism   of A  has the weak 

extension property if for all B  and any monomorphism 

of groups A B    and if there exists an element m  in 

 such that the restriction of   to mA  is an isomorphism 

between mA  and mB  then there exists ( )Aut B  such 

that the following diagram is commutative:  
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II. MAIN RESULT 

Theorem 1. Let A  an abelian p  groups and   an 

automprphism of A  which satisfies the weakly extension 

property. 

 If for all x A  such that:     

*

  

( ) ro x p where r

A x A where A is a subgroup of A
 

  


   
   

then there exists xm   such that 
1( ) xx m x A      

  

Proof    

Let  x A    such that   ( ) ro x p    where   r   

 and  
 A x A


   where 
 A

 is a subgroup of A  

 Since  ( )x A    then there exists  xm    such that  

 ( ) xx m x a


   where 
  a A
 
       (1)   

Prove that  
  1( )a A
 
 , assume the contrary:  

  1( )a A
 
 .  

Let B  a basic subgroup of group 
 A

 

 therefore  by  theorem 32.4 [3]   we have:  

               
1

n
n

B B


   with   

( ) ,

n

n n i
i I

n

n i n

B x

o x p i I






  


   


    

and with     n j
j n

B B



 ,   1n   , we have: 1n  ,  

 
 

1 n nA B B A

     where 

 n

n nA B p A
    

so there exists  1m   such that: 
 

1 m ma b b a

          (2)  

 where all the    i ib B  , m ma A  and   0mb  .                

Consider the group  G   such that  
 G y A


     

With    y A     and     ( ) r mo y p  .  
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We define a group homomorphism   from  
 A x A


   

to   
 G y A


     by: 

( )

( ) , (3)

( ) ,

m

i i i i

m m m m

x p y

b b b B

a a a A







 


  
   

 

 

  is clearly a monomorphism of groups. Indeed,  

if      ( )a ker     then   ( ) 0a    

i.e.        
  ( )xm a A
 

    such that 
 

xa m x a


   

and        
 ( ) 0xm x a


    

by   (2)   we have:    
 0 ( )xm x a


    

i.e.                            10 ( )x m mm x b b a      

and   (3)    show that:  10 m

x m mm p y b b a        

i.e.                                 
 0 m

xm p y a


   

then                              
 0 m

xm p y a


    

which  implies that       
r m m

xp m p   

i.e.                                
r

xp m  

thus   t    such that   
r

xm tp  

 hence                  0 0r

xm x tp x t      

 i.e.                         
 0xm x a


   

 then  ( ) 0ker    which implies that   is a monomorphism.  

The other hand we have: 

         
'r m r mp A p A     and   

'r m r mp G p A     

thus the restriction of   to 
r mp A

 is an isomorphism from           

r mp A
    to   

r mp G
   ( more precisely: r m r mp p

id    ). 

Using the fact That    checks  the  weak extension property 

then  there  exists   ( )Aut G  such  that  the  following 

diagram   is  commutative:  

A G

A G





  





   

i.e.          , ( ) ( )x A x x               (4)   

by   (1)  and   (2)  we  have : 

 

1

( ) ( )

( )

x

x m m

x m x a

m x b b a

 




 

    
 

then   1( ) m

x m mx m p y b b a        (5)  

and  by  (3)   we have: 

( ) ( )

( )

m

m

x p y

p y

 






 

and  since  ( )y  is an element  of  
 G y A


    

while       
' ' '

1( ) (6)m my ky b b a       

where all the   
'

i ib B    and   
'

m ma A  

then  by (3)  and  (6) we  have : 

' ' '

1

'

( ) ( )

( )

( )

(7)

m

m

m

m m

m m

m

x p y

p y

p ky b b a

kp y p a

 







    

 

 

(4) , (5)  and  (7)   show that : 

'

1 (8)m m m

x m m mm p y b b a kp y p a       

Consider now the projection  mpr  of  G  on  mB  

 (8)  implies  that :  

'

1( ) ( )m m m

m x m m m mpr m p y b b a pr kp y p a       

i.e.                                                 0mb   

which is absurd , hence  
  1( )a A
 
 . 

But since   
 1  1( )A A


  

while   
  1a A

  

i.e.      
 1( ) .xx m x A    

 

We  proved   that  for all x A   if x   is a direct 

summand of A  while there exists xm   such that 

1( ) xx m x A     where ( )Aut A  satisfies the weak 

extension property and 
1A  is the first Ulm subgroup of A .   
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Abstract—The life cycle cost of a product consists in the 

analysis technique that takes into account the total cost of ownership, 
throughout the entire lifespan of the product, from its conception and 
projection, to its decommissioning or disposal. The analysis of the 
life cycle cost allows for the selection of the products that register the 
lowest life cycle cost, from a range of multiple possible alternatives. 
Even if from a technological perspective, some of the suggested 
products might seem eligible, they can prove to be unprofitable, when 
analyzed through the lens of economic justification. The combination 
between engineering and economy ensures business success. 
 

Keywords—life cycle cost, producer costs, target costing, 
user costs, value analysis.  

I. INTRODUCTION 

HE acquisition cost is used at a large scale as the main or 
even the only criterion in the decision making process 

regarding the design of a new product or service. The 
acquisition cost, however, tackles only certain superficial 
aspects, which cannot be considered sufficient for financing a 
product or service. The purchasing cost constitutes only the tip 
of the iceberg, while the rest of the costs related to the 
product’s life cycle define and complete the iceberg.  

The life cycle cost throughout the entire life of the product 
reveals “unexpected” costs and constitutes a particularly 
useful instrument for management. The use of the life cycle 
cost technique is justified when it comes to products with a 
long life cycle and with considerable costs, in order to develop 
the best decisions for their purchase.  

In Berliner’s and Brimson’s vision, the concept of product 
life cycle cost consists in the “accumulation of costs for 
activities that occur over the entire life cycle of a product, 
from inception to abandonment by the manufacturer and 
consumer” (Berliner and Brimson 1988).  

The product or service life cycle cost represents “the sum of 
the costs the owner must incur in order to procure a 
product/service, to exploit it according to its operating 
specifications and to dispose of it, meaning all the direct and 
indirect costs associated with the design, projection, 
development, production, exploitation, maintenance and 
disposal throughout its entire anticipated lifespan” (AC/323 
(SAS-028)TP/37, RTO Tehnical Report Tr-058).   

Therefore, the assessment of product life cycle cost 
constitutes the process of economic analysis of total 
ownership cost evaluation, which, apart from the acquisition 
cost also comprises other costs such as: installation cost, 
operation and support cost, maintenance cost, conversion cost 
and / or disposal cost.  

                                                           
 

The objective of product life cycle cost analysis, abbreviated 
from here on LCC, is to choose the most efficient approach of 
the cost, from a series of alternatives, in order to attain the 
lowest long term ownership cost. LCC is an economic model 
on product life cycle. The balance between cost elements is 
achieved when LCC is diminished. The LCC analysis offers 
very important information for the decision making process 
regarding the design, development and exploitation of the 
product.  

At the basis of LCC establishment stands John Ruston’s 
motto: “It’s unwise to pay too much, but it’s foolish to spend 
too little.” The product life cycle cost analysis gives the best 
results when the art of technology and science fuse together 
with economy, so as to construct a rational development 
process of a business.  

It is natural to raise the question regarding the moment 
when the technique of the product life cycle cost appeared.  

The global approach of costs is not a modern method; it has 
been developed in the 60’s by the Department of Defense of 
the US, which controlled the entire life cycle of weapon 
systems: research, development, design, manufacturing, 
installation, exploitation, maintenance and activation.  

The employment of product life cycle cost analysis in the 
case of military systems consists in the fact that the operation 
and support costs are clearly superior to the procurement cost, 
and the decisions made in the designing and planning phase 
highly influence the assessment of the entire life cycle cost. In 
the military field (Cernat and Baban 2006), the cost of 
exploitation, maintenance and disposal of equipment exceeds 
the initial procurement cost several times.  This is why product 
life cycle cost analysis is necessary in the justification of the 
selection of a particular product.   
 
Product life cycle cost formula is: 

∑
= +

=
n

t
t

t

d
CLCC

0 )1(   
Where: 
LCC- product life cycle cost 
Ct – the sum of relevant costs, comprising initial costs and 
future costs, from which we deduce the cash flows that can be 
obtained in the year t (negative residual value) 
n – the number of years in the study period.  
d – real discount rate used to adjust cash flows and bringing 
them to a current value.  

II. WHY DO WE NEED PRODUCT LIFE CYCLE COST ANALYSIS? 
LCC can be used as an instrument in the decision-making 

process at a managerial level, meant to solve dividing 
conflicts, focusing on facts, money and time.     

Product life cycle cost 
Doros Alexandra ,Dumitru Grazziella Corina, Irimescu Mihaela Alina,  
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The typical conflict of interests in most of the entities 
emerges from the pursuit of distinct aspects, characteristic to 
each and every department in the organization (Barringer, 
David and Baringer&Associates 2003): 

• Project engineering seeks to minimize capital costs as 
a sole criterion; 

• Maintenance engineering wants to minimize the 
repair times as sole purpose; 

• Production has as only objective the maximization of 
operational hours; 

• Viability engineering is concentrated solely on 
eliminating malfunctions; 

• Accounting wants to maximize the present net value 
of the project;  

• Shareholders’ only objective is the increase of their 
wealth.  

Thus, above all, management has the role to mediate 
conflicts and make timely decisions to meet the needs of all 
the above mentioned categories, efforts being directed towards 
obtaining the lowest product life cycle cost. Engineers need to 
think like managers and act like economists to maximize the 
profit of the organization, mainly because cost becomes the 
main factor in the company’s profitability equation. 

III. PRODUCER COSTS 
The analysis of life cycle costs structure, from the 

perspective of the producer must establish a thorough 
understanding of its role, which is identifying the activities 
that generate suppressible or reducible expenses. This also 
constitutes a challenge for management accounting to 
calculate costs that have not been materialized yet.  
 A very important role in the creation of the product is 
played by the marketing department, which establishes the 
selling price that must be higher than the total cost. The cost 
that is intended to be achieved, starting from the selling price, 
is called target costing and has been widely debated in the 
literature. The concept has been developed and employed in 
the Japanese enterprises, even in the early 70’s, especially in 
the automobile industry. 
 The target costing represents the maximum cost that 
can be incurred under certain quality requirements and 
considering the objective of profitability.  

Target costing has to be established from the early stages of 
product design, so that the engineers should run cost 
management from the upstream of product manufacturing. 
Philip Kotler underlined the importance the design phase has 
in placing the future product on the market, because this stage 
establishes the quality, functionality, cost and targeted profit 
margins, all of which influence the competitiveness of the 
product on the market (Kotler 1997). 

In order to attain target costing, certain techniques are 
employed, one of which is still paid an important amount of 
attention to: value analysis. This method was created by 
engineer Miles, at General Electric, in the US, in 1947.  

Value analysis is a procedure of product analysis, with the 
purpose of improving it, leading to cost reduction and utility 
increase. This method establishes that the product is valuable 

only if costs are minimized, a condition for being profitable, 
too and client satisfaction is maximized, so as to prove its 
utility. 

In other words, the objective of this method consists in 
establishing an effective compromise between the cost and the 
function of a product, ensuring a necessary and sufficient 
quality level. 

Value analysis method resides in the identification of a 
product’s functions, in the ranking of these functions and in 
establishing the utility each of them has in the total cost of the 
product, in order to decide “the material costs that can be 
tampered with”. It was found that the design stage is 
responsible for 75% of the cost of a product and that cost 
reduction possibilities can be carried out only on the 
remaining 25%. 

IV. USER COSTS 
Apart from “the analysis in one’s own kitchen”, suppliers 

have to put themselves in the buyers’ position and calculate 
the total costs supported by them along the entire life cycle of 
the product. They should then judge from the clients’ 
perspective whether the purchasing of the product or service in 
question is profitable or not. This way, the additional costs, 
apart from the acquisition price paid to the seller, are revealed.  

For a better illustration of the theoretical elements debated 
above, take the following example: a buyer wants to purchase 
a car. Before the acquisition, they build several scenarios in 
which they calculate the total product life cycle cost, in order 
to take the best decision. The analysis of the various 
alternatives starts from the following assumptions: 
expenditures are considered to be made at the end of each 
year; the expected duration of exploitation of the car is 4 
years, at an estimated 30,000 km a year; all models use gas as 
fuel, (purchase price of 1,3 euro / liter); the car’s insurance 
costs are 4% of its acquisition price; estimated inflation rate is 
6%; discount rate is set at 10%; at the end of four years, the 
owner intends to sell the car, the residual value is considered 
to be obtained at the time of sale. The alternatives would be 
the following:  

 car A: Purchase price of the car is 14,000 euros, fuel 
usage 9%, recommended maintenance is every 
15,000 km or every 6 months, average maintenance 
cost is estimated to be 200 euros, salvage value is 
5,500 euro; 

 car B: Purchase price of the car is 16,000 euro, fuel 
usage 8%, recommended maintenance is every 
10,000 km or 6 months, average maintenance cost is 
estimated to be 250 euro, salvage value is 6,000 euro; 

 car C: Purchase price of the car is 20,000 euro, fuel 
usage 7%, the dealer offers a special service package, 
which consists in free maintenance and service for 3 
years or for the first 90,000 km; the average 
estimated cost of a maintenance visit is 300 euros, the 
interval between tune ups being of 15.000 km; 
salvage value is 9,500 euros. 
For a clearer illustration, consider the table below:  
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Table I The initial information 
 

Vehicle Purchase  
price (euro) 

Fuel usage 
(liters/100km) 

Annual insurance 
(euro) 

Maintenance cost 
(euro) 

Salvage value 
(euro) 

Car  A 14,000 9 560 200 5,500 
Car  B 16,000 8 640 250 6,000 
Car  C 20,000 7 800 300 9,500 

Source: own calculus 
 
Establishing fuel expenses during the first year:  

- for car A: euroslitreeuroskm 510,3/3,1*%9*000,30 =  

- for car B: euroslitreeuroskm 120.3/3,1*%8*000,30 =  

- for car C: seurolitreeuroskm 730.2/3,1*%7*000,30 =  
 
Establishing maintenance and service expenses for the first year:  
 

- for car A:  

 visitseMaintenanc2
000.15
000.30

=
km
km

/ year;  

The annual cost of maintenance visits = 2*200 euros = 400 euros 
 

- for car B: 

 visitseMaintenanc3
000.10
000.30

=
km
km

 / year;  

The annual cost of maintenance visits = 3*250 euros = 750 euros 
 
- for car C: 
For the first 3 years (or 90,000 km) maintenance visits are free of charge; therefore we will incur expenses only in 
the 4th year: 

visits
km
km 2

000,15
000,30

=  during the 4th year   

Maintenance visits costs during the 4th year = 2*300 euros = 600 euros 
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Present Value of Costs for the 3 Cars, throughout the 4 Years
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Fig.1 Present value of costs for the 3 cars, throughout the 4 years 

 
 

Table III Life Cycle Cost Calculation 
 Purchase price 

(euros) 
Current  salvage 

value  (euros) 
Current value of costs suffered 

during 4 years 
Total life cycle cost 

0 1 2 3 4=1-2+3 
car A 14,000 3,756.57 16,312.59 26,556.02 
car B 16,000 4,098.08 16,458.56 28,360.48 
car C 20,000 6,488.63 13,399.57 26,910.94 

Source: own calculus 
 
 

Product Life Cycle Cost
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Fig.2 Product life cycle cost 

Source: own analysis 
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As illustrated in the figures above, car A registers 
the lowest life cycle cost, but is quite close to the cost 
registered by car C. The final decision should take 
into consideration quality factors.  

The adoption of product life cycle cost analysis 
stems from the companies’ need to collaborate better, 
to adapt faster, to create an innovative content and to 
have greater flexibility and real time response 
capacity.  

V. THE ADVANTAGES AND DISADVANTAGES OF 
ASSESSING PRODUCT LIFE CYCLE COST 

 
LCC offers critical information regarding the 

global decision making process, but does not provide 
the final answer. 

The advantages of this method can be synthesized 
as follows:  
• It ensures a complete picture from a financial 

perspective, taking into account the initial cost, 
but also all the costs and benefits throughout the 
entire life cycle of the product.  

• It allows for comparisons between different 
combinations of measures and the selection of the 
best alternative, which will maximize the 
economies and financial profitability of the entity; 
the analysis of the influence of different 
manufacturing methods provides the best option 
for the completion of the product.    

• LCC grants the possibility of analyzing repairs 
cost, which is very useful when assessing the 
necessity of maintenance, and maintenance costs.  

• It offers information for establishing warranty and 
repairs costs, useful both to suppliers and users.  

• It supports the selling strategy of the dealers, 
taking into account the level of the product, the 
general exploitation experience and the rate of 
decommissioning for the user.  

• It presents the financial benefits of the product in 
terms familiar to the economic departments, for 
instance: net present value, internal rate of return, 
cash flows. 

Far from representing a perfect analysis 
instrument, despite the significant series of 
advantages of life cycle cost analysis, we have to be 
rational and look at the glass half empty, too – its 
disadvantages. 

The disadvantages of LCC analysis emerge from 
the uncertainties we come across when estimating the 
total life cycle cost of the product. Apart from the 
purchasing cost, the only known set value, the rest of 
the costs are only estimated values, governed by 
uncertainties. Therefore, the LCC analysis:  
• Does not offer precise values; this does not 

mean, however, that it provides wrongful 

information; it is only a matter of satisfactory or 
unsatisfactory information.  

• It works with limited data bases, the estimations 
lacking precision: the precision errors are 
difficult to establish because the variations 
obtained through statistical methods are at times 
significant. 

•  It sometimes requires considerable amounts of 
information, which is usually unavailable and 
much of it lacks credibility; gathering the input 
data can be a real challenge.  

• It is difficult to learn and implement.  
• It presents information that is useful only if it is 

the result of team work, engaging different 
departments of the entity.  

LCC does not consist in determining the total cost 
for an alternative product, but, quite on the contrary, 
in the capacity to compare the cost of the other 
possibilities and in establishing which alternative 
offers the best value for each spent unit.  

 

VI. CONCLUSIONS 
 The life cycle cost of a product has proven 
to be a useful instrument in the decision making 
process related to investments. It includes in the 
analysis countless costs, transformed in economic 
models by the present net value. The comparison 
between life cycle costs helps us make the correct 
investment decision. A small selling price usually 
provides necessary information for the purchasing 
decision, and a large selling price has to be compared 
with the entire lifespan of the product. The present 
net value requires decisions related to the time of 
maintenance and to the type of maintenance / cost of 
replacement which will be incurred; these aspects are 
given by the time and methods employed to detect 
flaws, using reliable technology.  

In our opinion, LCC analysis provides a better 
evaluation of long term cost efficiency, compared to 
the alternative methods, which rely only on the initial 
cost (initial investment) or on a short term operational 
cost.  

LCC is an analysis process that has valuable results 
when art and science are intertwined in an accurate 
judgment.  

In order to underline the utility of product life 
cycle cost analysis we often employ the proverb: “in 
the country of the blind the one-eyed man is king”, 
meaning that this technique helps us optimize the 
idea of product cost to an extent large enough so as to 
be competitive on the market.  
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Hall effect on MHD flow and heat transfer
over an unsteady stretching permeable surface
in the presence of thermal radiation and a heat

source/sink
Stanford Shateyi, University of Venda , South Africa and Gerald , Marewo, University of Swaziland,

Swaziland

Abstract—This paper employs the computational iterative
approach known as Spectral Local Linearization Method
(SLLM) to analyze Hall effect on MHD flow and heat transfer
over an unsteady stretching permeable surface in the presence
of thermal radiation and heat source/sink. To demonstrate the
reliability of our proposed method, we made comparison with
Matlab bvp4c routine technique and excellent agreement was
observed. The governing partial equations are transformed into
a system of ordinary differential equations by using suitable
similarity transformations. The results are obtained for velocity,
temperature, skin friction and Nusselt number.

Keywords—Hall effect;stretching sheet ; thermal radiation,
heat source/sink.

I. INTRODUCTION

Theoretical studies of magnetohydrodynamic flow and
heat transfer over stretching surfaces have received great
attention by virtue of their numerous applications in
the fields of metallurgy, chemical engineering and bi-
ological systems. Such applications include geothermal
reservoirs, wire and fiber coating, food stuff processing,
reactor fluidization, enhanced oil recovery, packed bed
catalytic reactors, and cooling of nuclear reactors. The
primary aim in extrusion is to maintain the quality of
the surface of the extricate.

Examples of such studies include Sakiadis[1], [2] did
pioneering work on boundary layer flow on a contin-
uously moving surface. Shateyi and Motsa [3] carried
out a numerical analysis of the problem of magnetohy-
drodynamic boundary layer flow, heat and mass transfer
rates on steady two-dimensional flow of an electrically
conducting fluid over a stretching sheet embedded in a

S. Shateyi is with the Department of Mathematics and Applied
Mathematics, University of Venda, , X5050, 0950 South Africa e-mail:
stanford.shateyi@univen.ac.za.

G.T. Marewo is with the University of Swaziland, Department of
Mathematics, Private Bag 4, Kwaluseni, Swaziland Email:
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non-Darcy porous medium in the presence of thermal
radiation and viscous dissipation. Shateyi [4] investigated
thermal radiation and buoyancy effects on heat and
mass transfer over a semi-infinite stretching surface with
suction and blowing. Singh et al. [5] investigated two
dimensional unsteady flow of a viscous incompressible
fluid about a stagnation point on a permeable stretching
sheet. Shateyi and Motsa [6] numerically investigated the
unsteady heat, mass and fluid transfer over a horizontal
stretching sheet. More recently, Shateyi and Marewo [7]
studied the magnetohydrodynamic boundary layer flow
with heat and mass transfer of an UCM fluid over a
stretching sheet in the presence of viscous dissipation
and thermal radiation.

Governing equations modeling MHD flow and heat
transfer over stretching surfaces are highly nonlinear
thereby exact solutions are impossible to obtain. There-
fore, numerical solutions have always been developed
and modified, as a bid of getting more accurate and
stable solutions. The current study seeks to investigate
the Hall effect on MHD flow and heat transfer over an
unsteady stretching permeable surface in the presence of
thermal radiation and a heat source/sink. We propose to
numerically solve the present problem using a recently
developed iterative method known as Spectral Local
Linearization Method (SLLM), Motsa [8]. The SLLM
approach is based on transforming nonlinear ordinary
differential equation into an iterative scheme. The iter-
ative scheme is then blended with Chebyshev spectral
method ([9]).

II. MODEL FORMULATION

We consider an unsteady two-dimensional laminar
MHD boundary layer flow and heat transfer of an incom-
pressible, viscous and electrically conducting fluid over
a continuously moving stretching permeable surface.
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The flow is subjected to a transverse magnetic field of
strength B0 and the Hall current is taken into account in
this study.

The relevant governing equations of fluid flow and
heat transfer are,

∂u

∂x
+
∂v

∂y
= 0,

(1)
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
= ν

∂2u

∂y2
− σB2

ρ(1 +m2)
(u+mw),

(2)
∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
= ν

∂2w

∂y2
− σB2

ρ(1 +m2)
(mu− w),

(3)
∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y
= α

∂2T

∂y2
− 1

ρcp

∂qr
∂y

+
Q

ρcp
(T − T∞).

(4)

The associated boundary conditions to the current prob-
lem are:

u = Uw(x, t), v = Vw, T = Tw(x, t), at y = 0,

u→ 0, w → 0, T → T∞ as y → ∞, (5)

where u, v and w are the velocity components along
x, y and z directions, respectively and t is the time.
T is the temperature within the fluid, cp is the specific
heat at constant pressure, α is the thermal diffusivity, ν
is the kinematic viscosity of the fluid density, Tw(x, t)
is the temperature on the stretching surface, T∞ is
the ambient temperature with Tw > T∞. We have
Vw = −(νUw/x)

1/2f(0) representing the mass transfer
at the surface with Vw > 0 for injection and Vw < 0 for
suction. We also have Uw(x, t) = ax/(1− ct), where a
(stretching rate) and c are positive constants, with ct < 1.
It is noted that the stretching rate a/(1 − ct) increases
with time since a > 0. The surface temperature of the
sheet varies with the distance x from the origin and time
t and takes the form:

Tw(x, t) = T∞ +
b2x

2ν(1− ct)3/2
, (6)

where b is a constant with b ≥ 0.

A. Similarity Transformation

Following Ishak et al. [10], we introduce the following
dimensionless functions f and θ, and the similarity

variable η.

η =

(
b

ν(1− ct)

) 1
2

y, ψ(x, y, t) =

(
νb

1− ct

) 1
2

xf(η),

T (x, y, t) = T∞ +
b2x

2ν(1− ct)
3
2

θ(η), B2 =
B2

0

(1− ct)
.

(7)

By using the Rosseland approximation, the radiative heat
flux is given by

qr = − 4σ∗

3K∗
∂T 4

∂y
, (8)

where σ∗ and K∗ are respectively, the Stephan-Boltzman
constant and the mean absorption coefficient. Assuming
that the temperature differences within the flow are such
that T 4 can be expressed as a linear function. Expanding
T 4 in a Taylor series about T∞ and neglecting higher
order terms we get

T 4 ∼= 4T∞T − 3T 4
∞. (9)

By using the above transformations, the governing partial
differential equations are transformed into a system of
non-dimensional nonlinear and coupled ordinary differ-
ential equations as follows:

f ′′′ + ff ′′ − f ′2 −A(f ′ +
1

2
ηf ′′)− M

1 +m2
(f ′ +mg) = 0,

(10)

g′′ + fg′ − f ′g −A(g +
1

2
ηg′) +

M

1 +m2
(mf ′ − g) = 0,

(11)(
1 +

4

3
R

)
θ′′ + Pr(fθ′ − 2f ′θ)− Pr

A

2
(3θ + ηθ′) + δθ = 0,

(12)

Here M2 = σB2
0/ρa, A = c/a is a parameter that

measures the unsteadiness, Pr = ν/α is the Prandtl
number, R = 4σ∗T 3

∞/kKs is the thermal radiation
parameter. The boundary conditions are

f(0) = fw, f ′(0) = 1, θ(0) = 1 g(0) = 0, (13)
f ′ → 0, θ → 0, g → 0, as η → ∞, (14)

where f(0) = fw with fw < 0 or fw > 0 corresponding
to injection or suction, respectively. The physical engi-
neering quantities of interest in this problem are the skin
friction coefficients in the x− and z− directions and the
local Nusselt number number, Nux which are defined
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as:

Cfx = −2µ(∂u/∂y)y=0

ρU2
w

= −2Re−1/2
x f ′′(0),

Cfz =
2µ(∂w/∂y)y=0

ρU2
w

= 2Re−1/2
x g′(0),

Nux =
xqw

κ(Tw − T∞)
, (15)

where τw = µ
(

∂u
∂y

)
y=0

is the wall shear stress, and

qw = −κ
(

∂T
∂y

)
y=0

is the surface heat flux, where µ and

κ are the dynamic viscosity and thermal conductivity,
respectively.

III. METHOD OF SOLUTION

If we let f ′ = p then equations (10-12) become

p′′ + fp′ − p2 −A
(
p+

η

2
p′
)
− M

1 +m2
(p+mg) = 0

(16)

g′′ + fg′ − pg −A
(
g +

η

2
g′
)
+

M

1 +m2
(mp− g) = 0

(17)(
1 +

4

3
R

)
θ′′ + Pr(fθ′ − 2pθ)− Pr

A

2
(3θ + ηθ′) + δθ = 0

Equations (16-18) together with the change of
variable f ′ = p may be written as
L1 +N1 = H1 (18)
L2 +N2 = H2 (19)
L3 +N3 = H3 (20)
L4 +N4 = H4 (21)

IV. RESULTS AND DISCUSSION

The numerically results iteratively generated by the
SLLM for the main parameters that have significant
effects on the flow properties are presented in this
section. All the SLLM results presented in this work
were obtained using N = 50 collocation points, and
were are glad to high light that convergence was achieved
as few as six iterations. We take the infinity value η∞
to be 40. The magnetic field is taken quite strong by
assigning large values of M to ensure generation of Hall
currents. Unless otherwise stated, the default values for
the parameters are taken as M = 1, P r = 0.71, σ =
0.5, R = 1, m = 0.5, fw = 1. In order to validate our
numerical method, it was compared to MATLAB routine
bvp4c which is an adaptive Lobatto quadrature iterative
scheme.

In Table I we present a comparison between the
SLLM approximate results and the bvp4c results for

selected default values of the stretching parameter A.
It can be clearly seen from this table that there is
an excellent agreement between the results from the
two methods. Also Table I shows that an increase in
the unsteadiness parameter leads to increases in the
skin-friction coefficients in both directions. Also the
heat transfer gradient increases as the values of the
unsteadiness parameter increase. The negative values of
f ′′(0) mean that the solid surface exerts a drag force
on the fluid. This is due to the development of the
velocity boundary layer which in the current study is
caused solely by the stretching sheet. In Table II we

TABLE I
COMPARISON OF THE SLLM RESULTS OF −f ′′(0), g′(0), − θ′(0)
WITH THOSE OBTAINED BY bvp4c FOR DIFFERENT VALUES OF THE

UNSTEADINESS PARAMETER.

−f ′′(0) g′(0) −θ′(0)

A bvp4c SLLM bvp4c SLLM bvp4c SLLM
1 2.06334 2.06334 0.17552 0.17552 0.95974 0.95974
2 2.27278 2.27278 0.15185 0.15185 1.30759 1.30759
3 2.46650 2.46650 0.134598 0.134598 1.54422 1.54422

display the effect of the magnetic parameter on the
skin friction coefficients and the Nusselt number. The
magnetic parameter M represents the significance of the
magnetic field on the flow properties. As the magnetic
strength increases, the dragging effect is clearly seen
by the significant increments in the skin friction. We
also observe that increasing the values of the Hartman
number leads to the lowering of the values of the Nusselt
number. Application of a strong magnetic field reduces
the velocity which in turn increases heat diffusion within
the fluid flow. This physically explains why heat transfer
at the wall is reduced as M is increased.

TABLE II
COMPARISON OF THE SLLM RESULTS OF −f ′′(0), g′(0), − θ′(0)
WITH THOSE OBTAINED BY bvp4c FOR DIFFERENT VALUES OF THE

MAGNETIC PARAMETER.

−f ′′(0) g′(0) −θ′(0)

M bvp4c SLLM bvp4c SLLM bvp4c SLLM
1 2.06334 2.06334 0.17552 0.17552 0.51730 0.51730
3 2.40060 2.40060 0.41758 0.41758 0.46088 0.46088
5 2.69188 2.69188 0.59380 0.59380 0.43117 0.43117

Table III displays the influence of the Hall current
on the skin friction coefficients as well as the Nusselt
number. The skin friction coefficient is reduced as the
values of the Hall current parameter increase. This
explains why the skin friction coefficient in the axial
direction. However, in the transverse direction the skin

Recent Advances in Mathematics, Statistics and Economics

ISBN: 978-1-61804-225-5 184



friction increases as the Hall current increases. There is
slight effect of the Hall current on Heat transfer rate on
the stretching surface. The influence of suction/injection

TABLE III
COMPARISON OF THE SLLM RESULTS OF −f ′′(0), g′(0), − θ′(0)
WITH THOSE OBTAINED BY bvp4c FOR DIFFERENT VALUES OF THE

HALL PARAMETER.

−f ′′(0) g′(0) −θ′(0)

m bvp4c SLLM bvp4c SLLM bvp4c SLLM
0.1 2.2059 2.2059 0.0312 0.0312 0.4978 0.4978
0.5 2.1537 2.1537 0.1311 0.1311 0.5041 0.5041
1.0 2.0633 2.0633 0.1755 0.1755 0.5173 0.5173

parameter fw on the axial velocity is depicted in Fig-
ure 1. The axial velocity is significantly influenced by
this parameter. The velocity boundary layer is greatly
enhanced when fluid is injected (fw < 0) into the flow
system thereby increasing the velocity profiles. However,
removing fluid from the flow system through suction, as
expected drastically reduces the velocity profiles as can
be clearly seen in Figure 1.
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Fig. 1. Graph of the SLLM solutions for the horizontal velocity for
different values of fw.

The effect of the Hall current parameter m on the axial
velocity is shown in Figure 2. The velocity is enhanced
as the values of m increase. However, the axial velocity
profiles approach their classical values when the Hall
current parameter m becomes large (m > 1.5) in our
current study. Any further increase of the Hall current
would make the magnetic effect insignificant.
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Fig. 2. Graph of the SLLM solutions for the horizontal velocity for
different values of Hall parameter

The effect of the Hall current parameter on the trans-
verse velocity is displayed in Figure 3. Increasing the
values of m causes the transverse velocity to rapidly
increase.
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Fig. 3. Graph of the SLLM solutions for the transverse velocity for
different values of the Hall parameter

In Figure 4 we have the effect of the heat source/sink
parameter δ on the temperature profiles. As expected,
it is observed in this figure that the temperature in the
boundary layer increases with increasing values of δ. The
heat absorption due to a uniform sink (δ < 0) leads to
the reduction of the thermal boundary layer thickness,
whereas this layer increases significantly with increases
in δ > 0.
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Fig. 4. Graph of the SLLM solutions of the temperature profiles for
different values of heat source/sink parameter

Figure 5 is plotted to depict the influence of the ther-
mal radiation parameter R on the temperature profiles.
We clearly observe that the temperature in the boundary
layer increases with increasing values of the thermal
radiation parameter. This is due to the fact that the
divergence of the radiative heat flux increases as the
Rosseland radiative absorption K∗ decreases which in
turn increases the rate of radiative heat transfer to the
fluid. Thus the presence of thermal radiation enhances
thermal state of the fluid causing its temperature to
significantly increase.
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Fig. 5. Graph of the SLLM solutions of the temperature profiles for
different values of thermal radiation parameter

V. CONCLUSION

The present work analyzed MHD unsteady flow and
heat transfer of an electrically conducting fluid over

a stretching sheet in the presence of thermal radia-
tion and Hall effect. The governing partial differen-
tial equations are transformed into a system of non-
linear ordinary differential equations by using suitable
similarity variables. The resultant system of non-linear
ordinary differential equations is solved numerically by
the recently developed technique known as the Spectral
Local Linearization Method. The accuracy of the SLLM
is validated against the MATLAB in-built bvp4c routine
for solving boundary value problems. The following
conclusions were drawn in our investigation.

• An excellent agreement was observed between our
results and those obtained using bvp4c routine tech-
nique giving confidence to our present results.

• The unsteadiness parameter A has significant ef-
fects on the velocity components and temperature
profiles. The maximum axial velocity, transverse
velocity and temperature profiles are attained when
the flow is steady (A = 0).

• Increasing the values of the magnetic field strength
decreases the momentum boundary layer thickness
while increasing the thermal boundary layer thick-
ness.

• The velocity components are enhanced as the Hall
parameter increases.

• The fluid temperature increases with increasing
values of thermal radiation as well as a heat source.

• The heat transfer rate and the skin friction coeffi-
cient in the x− direction are increased while the
skin friction in the z− direction decreases as the
unsteadiness parameter increases.

• The skin friction coefficients are enhanced while the
heat transfer rate is depressed by increasing values
of the magnetic strengths.
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Abstract— The aim of this paper is to use of the Monte Carlo 

Method to try to reproduce an electrical discharge in the oxygen gas; 
by following the random histories of free electrons and using the 
sampling laws, we can determine some electrical discharge 
parameters. Additionally we use the simulation results to verify the 
electrical breakdown criteria under an homogenous field and for 
small distances; and the obtained results are compared with those of 
the literature. 

Keywords— Attachment, Collision probability, electrical 
discharge, ionization, mean free flight time, Monte Carlo method, 
Monte Carlo method 

I. INTRODUCTION 
N their normal state of temperature and pressure, the 
gases are perfect insulations. The reason for this, that they 

contain only neutral species (molecules and atoms) [1]-[5]. 
The conduction in air at low field is in the region 10-16 — 10-17 
A/cm2. This current, results from cosmic radiations and 
radioactive substances present in earth and the atmosphere. 
However, when applying a sufficiently strong electric field 
between two electrodes immersed in a gaseous medium, it 
becomes more or less conductive and an electrical breakdown 
occurs [2]. So, the complex phenomena that occur are called 
electrical discharge in gases [4]. 

As a rule, an electrical discharge is produced mainly via 
ionization by collision, photo-ionization, and the secondary 
ionization processes. In insulating gases (also called electron-
attaching gases) the process of attachment also plays an 
important role [6]. It follows the generation of new electrons 
and ions in the Townsend avalanches that grow up until a 
maintenance state is established. The discharge becomes then 
independent of the external sources which produce free 
electric charges in the gas. 

Several studies have been made in the framework of the 
discharge modeling to improve the understanding of the 
fundamental processes of electrical discharges in gases, with 
the aim is to obtain good results [6]-[11].  
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A model must reproduce as finely as possible the physical 

phenomena involved in the studied system. The task of the 
modeler is first to identify the main characteristics of the 
physical problem, and formulate them mathematically. 
Because of the complexity of the studied systems, the 
mathematical representation is related to the choice of 
approximations and hypotheses that make the problem 
resolvable.  

The Monte Carlo Method (MCM), based on stochastic laws, 
is used in our computation seen that it considers several 
stochastic events during the process of the electrical discharge; 
it consists in simulation of a large number of events (charged 
particles) by another set easily achievable (random variables). 
The simulation of electron motion has been performed in order 
to accurately calculate the ionization and the attachment rates 
as well the mean kinetic energy. 

In this paper we will study, in the oxygen gas, the temporal 
evolution of an electrical discharge at an atmospheric pressure; 
moreover the influence of pressure and applied voltage on the 
breakdown inception is to be considered.   

II. THE MONTE CARLO METHOD 
Physical concepts of MCM applied to the study of an 

electrical discharge are [9]: the mean free flight time, the mean 
free path or null-collision Monte Carlo Method. 

The application of the constant step MCM version for the 
study of electrons’ motion, under the effect of an applied 
electric field, requires the evaluation process of the different 
physical parameters after experiencing energy loss and gain 
(taking into account the different processes of atomic 
collisions elastic or inelastic).  

A. The Model  
At time t = 0, the initial electrons are emitted from the 

cathode according to a cosine distribution. The energy gain of 
the electrons in a small time interval ‘dt’ is governed by the 
equation of motion.  

Before collision; the velocity and position components’, for 
each electron, are given by [7]: 

Application of the Monte Carlo Method for the 
Determination of Physical Parameters of an 

Electrical Discharge   
L. Zeghichi, L. Mokhnache, and M. Djebabra 
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Where v0 is given by: 

m
ev 00 2ε=

               
(2) 

And the θ and φ angles are defined as functions of a random 
number r such as:  

( )cos 2 rθ π=                (3) 

2 rϕ π=                  (4) 
The collision probability P1, that follows the Poisson’s 

distribution, is given by: 

1 1 exp dtP
Tm

 = −  
               

(5) 

Tm is the electron mean free flight time between two 
successive collisions; it is determined by the electron collision 
total cross section Q (ε) as: 

    ( ) ( )εε vQN
Tm

..
1

=               (6) 

where: v (ε) is the velocity of electrons and Ν the gas number 
density. 
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B. Simulation Implementation 
The flight time is divided into a number of smaller elements 

according to: 
0Tmdt

K
=                  (9) 

where: K is a sufficiently large integer and Tm0 is the mean 
free flight time 

The occurrence of collision between an electron and a gas 
molecule and its kind are determined by comparison of the 
collision probability P1 with computer generated random 
numbers R.  

The interval [0, P1] is divided into segments of lengths that 
correspond to the probabilities of different types of collision 
after increasing scheduling of these probabilities. The 
remaining portion of the interval [0, 1] is for the case where no 
collision is possible. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
The electron energy is described for the different processes 

of collision:  
For the elastic collision the energy is given by:  

( )1 01 2 cosMε = - δ ε
m

 
 
 

        (10) 

where: δ is the scattering angle of the electron after the 
collision, m and M are, respectively, the mass of electron and 
an O2 molecule and ε0 is the electron’s energy before collision. 
Next to the processes of attachment, excitation and ionization, 
the onset energy “los” is subtracted from the electron energy as 
follow: 
For an attachment of the electron, all its energy is to be lost, 
and therefore this electron is lost in the swarm. 

1 0ε =                 (11) 
For an exciting process of a molecule to a higher state 
(different rotations, vibrations and electronic excited states), 
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Fig. 1:  Simulation’s flowchart  
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the energy of the electron is reduced with the energy needed to 
excite the molecule and the resulting energy is given by: 

( ) ( )1 0m m losε ε= −           (12) 

Finally, for an ionizing process, the remaining energy is shared 
between the primary and the ejected electrons with the ratios r 
and (r –1) as: 

( )
( ) ( )

0

01
primary

ejected

r los

r los

ε ε

ε ε

= −

= − × −
         (13) 

 

C. Exploitation Of The Simulation Results   
By means of tracking the history of each individual in a 

population upon appearance until its disappearance [8]; 
several values (the electron’s energy, its position, the number 
of positive and negative ions, etc.) can be stored. Through 
averaging on the histories, different properties can be 
determined. 
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III. SIMULATION AND RESULTS  
In this paper we describe the development of an electric 

discharge in the oxygen O2 gas within plane-plane geometry. 
At t = 0, a number of electrons are released from the cathode 
with small energy (0.1 eV).The calculations of the physical 
parameters are performed at atmospheric pressure for an 
applied voltage of 57 kv. The electrical breakdown criteria are 
checked under different gas pressures for several voltages 
values. The cross section set of the O2 molecule used is that 
referred in [12].  

A. The Physical Parameters  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The figures (2, 3, and 4) represent, respectively, the 
temporal variation of the ionization (α), attachment (η) rates 
and of the mean kinetic energy. As much as the space charge 
accumulates in the time, the induced field increases. 

In Figures (2 and 3), we note that: the ionization coefficient, 
in the case of the atmospheric pressure under 57kv and a 
temperature of 293 ° K (20 ° C), increases and reaches high 
values in a short delay; and that the electrons in the beginning 
of the discharge are attached because they have, initially, low 
energies and the attachment rate increases and then stabilizes 
at a certain value. 

Figure (4) shows that the electrons have a short free path (in 
2cm interval) and as the energy gain depends on the distance 
travelled, the mean kinetic energy of the electrons does not 
vary significantly. 

 

B. Check of the Breakdown Criteria   
For different pressures and different voltages with an inter-

electrode distance of 2cm, the values of the ionization and 
attachment coefficients, and values of the mean kinetic energy 
are collected in the table below. 
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Fig. 2.  Temporal variation of the ionization coefficient 
(P=1atm, V=57 kv) 
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Fig. 3.  Temporal variation of the attachment coefficient 
(P=1atm, V=57 kv) 
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Fig. 4.  Temporal variation of the mean kinetic energy 
(P=1atm, V=57 kv) 
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For the voltages 10 (V), 40000 (V), 20000 (V) and 60000 

(V), which correspond, respectively, to the pressures 1(torr), 
1(atm) and 5(atm), the values of (α – η) ×d are negative that 
means that α <η and there is not effective ionization  

For the voltages 200 (V), and 50000 (V) which correspond, 
respectively, to the pressures 1(torr) and 1(atm), the values of 
(α – η) ×d are positive but little because there are ionizing 
collisions between the electrons and molecules which are not 
enough to ensure that the discharge is maintained. 

Electrical discharges in gases are of two types (1) non-self 
sustaining, (2) self sustaining. The breakdown in a gas is the 
transition from (1) to (2). The construction of the currents in 
the breakdown is due to the ionization processes in which ion-
electron pairs are created by collisions with neutral atoms and 
their drift towards the anode and the cathode. For 1 (torr) and 
under 600 (V), we have a self-sustaining discharge of the 
Townsend type and for 1 (atm) under 55000 (V) the streamer 
breakdown criterion is checked. 

IV. CONCLUSION  
The idea of this paper was to use the Monte Carlo method to 

study the fundamental processes of an electrical discharge, 
which have a random quality, through computing its physical 
parameters. 

As a result of this study, we conclude that when the voltage 
is sufficiently high the ionization increases and the gas 
becomes conductor and the current passing through is 
increased where the onset of the electric breakdown. In this 
context, we tested the electrical breakdown criteria (Townsend 
for low pressures and streamer for high pressures). 
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TABLE I 
THE EFFECT OF THE VOLTAGE AND PRESSURE  

P V(V) ( )1mα −  ( )1mη −  (α – η)×d 

1 torr 

10 0.00 4.68E-01 -9.37E-03 

200 116.46 4.845873 2.23 

600 412.38 9.65E-01 8.22 

1atm 

40000 737.36 2825.32 -41.76 

50000 3108.40 2679.79 8.57 

55000 26693.99 25623.02 21.41 

5atm 

2000 0. 00 0. 00 0. 00 

20000 0. 00 5.11E-02 -1.02E-03 

60000 0. 00 91.477350 -1.80 
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Abstract—The purpose of this article is to suggest a new 
methodology that will give us an opportunity to create an Integral 
Index of Reforms (IIR) that  will include seven indexes: KOF Index 
of Globalization, The Democracy Index, The Corruption Perception, 
The Human Development, Doing Business, The Global 
Competitiveness Index and The Index of Economic Freedom. From 
both scientific and empiric perspective it is supposed that the 
quantitive assessment of various reforms implemented in different 
countries based  on presented indicators of seven indexes despite the 
new methodology that we suggest give us the opportunity to include 
much more indexes.  

 
 
Keywords— Competitiveness, democracy, efficiency, reforms, 

development, economic growth, corruption. 

I. INTRODUCTION 

different countries of the world various reforms are 
implemented objectively, which pursue the aim to 
improve the quality of the life, increase the rating of the 

country and also provide the sustainable development of the 
country in the future [1]. On the purpose of our research we 
consider more important the following indexes, as their  
integrity will represent the features of the social-economic 
development of each country. From this point of view, during 
the last decades there have been various indexes developed by 
different international organizations and non-government 
corporations (KOF Index of Globalization by the Economist 
Intelligence Unit, Human Development Index by UNO, The 
Corruption Perception Index by Transparency International 
anti-corruption organization and so on),  which are used to 
assess the institutions of different fields. Based on the new 
methodology, suggested by us, we have tried to create more 
integral index based on the following indexes, which trend 
will give an opportunity to assess the comparative efficiency 
of various reforms for different countries (24 countries in 
transition, 15 developed and 10 least developed countries). We have 
splint the countries into 3 main groups. We have highlighted 
the reforms implemented in  15 developed countries: Austria, 
Belgium, Denmark, Finland, France, Germany, Japan, 
Netherlands, Norway, Portugal, Singapore, Sweden, 
Switzerland, United Kingdom and United States. 
We have also assess the comparative efficiency in 24 countries 
in transition countries during post-crisis period. These 
countries are Albania, Armenia, Azerbaijan, Bulgaria, 
Cambodia, Croatia, Czech Republic, Estonia, Georgia, 
Hungary, Kazakhstan, Kyrgyz   Republic, Latvia, Lithuania, 
Macedonia, Moldova, Poland, Romania, Russia, Slovak 
Republic, Slovenia, Ukraine, Vietnam. We have also chosen 

 
 

10 least developed countries: Bangladesh,  Benin, Côte 
d’Ivoire, Gambia, Lesotho, Mali, Nepal, Senegal, Uganda and 
Zambia. 

 The integral index consists of  seven indexes for the last 
4 years: KOF Index of Globalization  for 2010-2013, 
Democracy Index for 2008, 2010, 2011 and 2012, The Global 
Competitiveness Index for  2010-2011 and 2013-2014 periods 
by World Economic Forum, Doing Business for 2011-2014, 
Corruption Perception for 2010-2013,  The Index of Economic 
Freedom for 2010-2013, The Human Development for 2009-
2012.  

     Our new methodology is based on two regulator-
parameters: the changes of the ranks and average of scores of 
the above mentioned indexes for two periods of time. As a 
result we have the Integral Index of Reforms. 

II. STATISTICAL REVIEW 

The integral index describes the social-economic 
development level and through it we assess variety of reforms 
for 2009-2013. On this purpose we have suggested a new 
methodology for the assessment of the Integral Index of 
Reforms based on seven different indexes. 

A. The Global Competitiveness Index (GCI) 
The Global Competitiveness Index (GCI) released by the 

World Economic Forum, which is a comprehensive tool, that 
measures the competitiveness of 148 countries, contains 3 sub-
indexes: basic requirements, efficiency enhancers, innovation 
and sophistication factors, that are based on 12 pillars 
(institutions, infrastructure, macroeconomic environment, 
health and primary education, higher education and training, 
etc.) including 119 indicators[2]. 
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B.  Doing Business 
Doing Business released by the World Bank and 

International Financial Corporation assesses business activity 
for 189 countries on the basis of 10 areas of regulation 
(starting a business, dealing with construction permits, getting 

credits, paying taxes, etc.) with 36 sub-indexes considering the 
survey results of organizations in different sectors of 
economies [3].  
          

 
C. The Corruption Perception Index 
 

The Corruption Perception Index published by 
Transparency International anti-corruption organization 
measures the perceived levels of public-sector corruption for 
177 countries based on different assessments and business 
opinion surveys [4]. The countries, included in the rank of The  

Corruption Perception Index, are classified on a scale of 0 to 
100. The countries, that get 0 are the highly corrupt in judicial 
system, media, legislative, police, business, public, 
educational, military areas [5].  
 
 

 
D. The Index of Economic Freedom 

The Index of Economic Freedom assesses the economic 
freedom of countries through 10 indicators (Business 
Freedom, Trade Freedom, Fiscal Freedom, Government 
spending, Monetary Freedom, Investment Freedom, Financial 
Freedom, Property Rights, Freedom from Corruption, Labor  

 
 

Freedom) in 185 countries [6]. All ten indicators of the Index 
are scaled equally. Each of them gets 0 to 100 economic 
freedom grading scale; countries that get 100 are the freest 
economies of the world. The Index has been published by The 
Heritage Foundation and The Wall Street Journal since 1994 
[7].  

E.  The Human Development Index 
The Human Development Index is a summary indicator that 

measures a standard of living, the literacy rate, the life  
 

expectancy in order to compare and assess the human 
potential of different countries [8].  

F. The Democracy Index 
The Democracy Index, compiled by the Economist 

Intelligence Unit, is the classification of 167 countries by the 
level of the democracy. The Index includes 60 indicators  

 
 

grouped in five categories: electoral process and pluralism, 
civil liberties, functioning of government, political 
participation, and political culture [9].   

 
 

 

G.  KOF Index of Globalization 

KOF Index of Globalization compiled by the Economist Intelligence Unit. The KOF Index of Globalization measures the three 
main dimensions of globalization: economic, social and political. In addition to three indices measuring these dimensions, we 
calculate an overall index of globalization and sub-indices referring to actual economic flows: 

• economic restrictions 
• data on information flows 
• data on personal contact 
• and data on cultural proximity. 

Data are available on a yearly basis for 207 countries over the period 1970 – 2010 [10]. 
 
For all represented above indexes we can say, that they are 

considered to be particular assessment of social-economic 
development. Besides they often include such indicators, that 
are not assessed by statistic services and therefore they can 
only be estimated by experimental method, which is obviously 
limit wide usage opportunity of these indexes.  One of the 
most important problems is to assess the weight of each 
component. 

III. NEW   METHODOLOGICAL  APPROACH 

Using above-mentioned indexes, we represent an integral 
index, that assess social-economic development level for 
2009-2013 based on statistic data for seven indexes (KOF 
Index of Globalization, The Corruption Perception, The 
Global Competitiveness Index, Doing Business, The Index of 
Economic Freedom, The Human Development, 
The Democracy Index). As a result we have the integral 
assessment of social-economic development for chosen 
countries.  
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To create the Integral Index of Reforms we calculated the 
ratio of observed seven indexes. Those ratios were acquired 
experimentally by 56 both Armenian and foreign experts who 
are state and non-governmental management workers, as well 
as economists. In the result of the assessment of the seven 
indices normalized coefficients were provided and the total 
sum of their ratios is 1. 
 Those coefficients are:  

j
iα - the scale of each index,  

i and  j are indexes  
i=1, 2,...7 - the seven indexes,  
j1=1, 2,....15 –developed countries,  j2=1, 2,....24 countries in 
transition, j3=1, 2,....10 least developed countries we 
evaluated. For example,  

j
4α =0,12 - the scale of The Economic Freedom  Index in the 

Integral Index of Reforms for j2=1, 2,....24 countries in 
transition, 

j
4α =0,13 - the scale of The Economic Freedom  Index for  

j1=1, 2,....15 countries, and 
j

4α =0,16 - the scale of The Economic Freedom  Index in the 
Integral Index of Reforms for j3=1, 2,....10 countries: 
 

,1
7

1
∑

=

=
i

j
iα  

{ }321 ,, jjjj =  

 With the help of our methodology we first summarized the 
above-mentioned 7 indexes and attained 1 general index. 

                   ∑
=

=
7

1
.int ,

i

j
i

j
i

j
index NH α  

j
indexH .int

-  the Integral Index of Reforms , 

i and  j are indexes  
i = 1,2,….7 – the seven indexes. For example, i = 4 The 
Economic Freedom Index,  
 j2=1, 2,....24 countries in transition we evaluated 
j=1 - Albania, j=2 – Armenia, … j=21 - Vietnam 

j
iα - the scale of each index, 

 
j

iN - the rank of the j country by i index 

For example, Armenia is ranked 4 among 24 countries for 
2010-2013 by the Global competitiveness index (considering 

the change of rank and score), therefore 42
1 =N  

The first stage of creating the index was the rearrangement 
of the indexes included in analyze. The principle of 
rearrangement was based on the changes of the ranks and 
average of scores of the above mentioned indexes for two 
periods of time. Then we adjusted the change with scale 
coefficients substantiated methodologically. Depending on the 
level of the social-economic development of the country and  
the comparative efficiency of various reforms we used scale 
coefficients. For example, for those countries which had more 
than 7 points of improvements in rank  we gave 0,1 for the 
change of the rank and 0,9 for the average score, for those 
who had more than 7 points of decrease in rank we gave 0,9 
for the change of the rank and 0,1 for the average score [11]. 

Fig. 1, 2, 3  represent the Integral Index of Reforms  in 
reports for 2009-2013 compare with the base year (2009) in 
both 24 countries in transition, 15 developed and 10 least 
developed countries.  Fig. 4, 5, 6 represent the Integral Index 
of Reforms  by the new methodology for 2009-2013 compare 
with the base year (2009). Fig. 7, 8, 9  represent the Integral 
Index of Reforms in reports and by the new methodology in 
24 countries in transition, 15 developed and 10 least 
developed countries for 2009-2013. 
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Fig. 1. The Integral Index of Reforms  in reports for 2009-2013compared with the base year (2009) in in 24 countries in transition 

Fig. 2. The Integral Index of Reforms  in reports for 2009-2013 compared with the base year (2009) in 15 developed countries 
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Fig. 3. The Integral Index of Reforms  in reports for 2009-2013 compared with the base year (2009) in 10 least developed countries 

 

 
 

Fig. 4. The Integral Index of Reforms  by the new methodology for 2009-2013 compared with the base year 2009 in 24 countries in transition 
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Fig. 5. The Integral Index of Reforms  by the new methodology for 2009-2013 compared with the base year 2009 in 15 developed countries 

 
Fig. 6. The Integral Index of Reforms  by the new methodology for 2009-2013 compared with the base year 2009 in 10 least developed 

countries 

 
 
 

At the second stage countries were rearranged by the 
methodology mentioned above. This approach was repeated 
for each year combining with the previous year. As a result of 

the first and second stages we had a new range of countries for 
each index for 2009-2013.  

 At the third stage we gave scale coefficients to all seven 
indexes considering the importance and the variety of included 
indicators, eliminating the usage of the same indicator and 
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finally we had Integral Index of Reforms  of each country for 
2009-2013. 

 Putting the indicators of 
j

iα and 
j

iN in the equation we 

will have
j

iH . 

∑
=

=
7

1
.int ,

i

j
i

j
i

j
index NH α For j1=1, 2,....15 –developed 

countries,  j2=1, 2,....24 countries in transition and j3=1, 2,....10 

–least developed countries we assess the average of the 

summary for 4 years. 

(
j

iH
1

+ 
j

iH
2

+ 
j

iH
3

+ 
j

iH
4

) /4 

 
For instance, The Economic Freedom  Index  for Arnenia will be:  

(
2
41

H + 
2
42

H + 
2
43

H + 
2
44

H ) /4 

 
Fig. 7  The Integral Index of Reforms in reports and by the new methodology for 2009-2013 in 24 countries in transition 

 

 
Fig. 8.   The Integral Index of Reforms  in reports and by the new methodology in 15 developed countries for 2009-2013 
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Fig. 9.  The Integral Index of Reforms  in reports and by the new methodology in 10 least developed countries for 2009-2013 

 
 

According to the suggested methodology, we measure 
Integral Index of Reforms  for 15 developed, 24 countries in 
transition and 10 least developed countries, considering the 
change of rank and score adjusted with scale coefficients for 
2009-2013. The results witness, that the reforms for 2009-
2013 have more effectively implemented in Georgia, Russia 
Poland, Azerbaijan, Moldova, Croatia and Armenia, but less 
effectively in Romania and Vietnam. 

In our opinion the Integral Index of Reforms can express 
comparative efficiency of various reforms  in each country 
more integrally than each of the indexes not only the ones we 
have included in the article, but also some indexes which are 
not represented in the article such as Transformation Index 
BTI and The index of Sustainable Economic Welfare. 
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 

Abstract—This paper presents a system of delay tumor growth 
that describes an interaction between the proliferating and quiescent 
cells tumor. This system is fuzzified by parametric form of α-cut 
representation of symmetric triangular fuzzy number. The steady 
state and linear stability of fuzzy tumor growth system with 
quiescence and without quiescence cells are determined and 
analyzed. Here, we show that the trivial steady state of the system 
with quiescence is stable for  =0 by Routh Hurwitz conditions. For 

increasing delay the steady state is unstable by using Strum theorem.   

 

Keywords—Delay tumor growth with quiescence, Steady States, 

Stability, Fuzzy delay tumor growth.  

I. INTRODUCTION 

REDATOR-PREY  interaction is the fundamental model 

in population dynamics. Understanding the dynamics of 

predator-prey models will be useful for investigating multiple 

species interaction. However, one of application of predator-

prey interaction is tumor growth cells. Many researchers 

examined delay predator-prey type interaction in tumor studies 

where the immune or the quiescence cells play the role of 

predator and prey respectively [1].  

  

Tumor cells can be divided into proliferating or cycling 

cells and nonproliferating or quiescent cells [2].  A cell is 

assumed cancerous when it has lost its ability to regulate cell 

growth and division (mitosis). Thus, cancer is a disease of 

rapid uncontrolled growth of malignant cells. In this paper the 

mathematical system proposed describes the delay tumor 

growth interaction between the proliferating and quiescent 

cells of two differential equations with one delay.  

Yafia [3] develops a delay differential equation model for 

interaction of proliferating and quiescent tumor cells. 

However, this paper does not include immune cell nor the 

impact of the drugs. In fact, it may be important for cancer 

treatment to target the proliferating cells. Including quiescent 

cells in the model should be more realistic and could provide 

additional insight into complex system.  In [4], the authors 

discuss the existence, uniqueness and non-negativity of 
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solutions and they obtain that under an appropriate hypotheses 

and using Poincare-Bendixon theorem, the nontrivial steady 

state is globally asymptotically stable for the system with 

 =0. 

 

In real life, we have learned to accept that we are actually 

dealt with uncertainty. Modeling the real life problems in such 

cases, usually involves uncertainty or vagueness in some of 

the parameters including the tumor growth system. In this 

system, the condition of the patients and the tumor type can be 

considered as uncertain parameters. Meanwhile, the concept of 

fuzzy set and system was initially introduced by Zadeh [5] and 

has been used to model a dynamical system under possibility 

uncertainty [6]. Therefore, in this paper we used fuzzy concept 

to propose a system known as fuzzy delay tumor growth 

system.  Specifically, the discussion on the theory and analysis 

of delay tumor growth system with uncertainty parameters is 

considered. 

 

The organization of this paper is as follows. In Section II, 

tumor growth system without and with quiescent cells are 

given. Including dynamical analysis in a delayed system for 

tumor growth. In addition some definitions regarding the 

fuzzy number are briefly presented. In Section III, fuzzy tumor 

system without quiescent cells is introduced.  In Section IV, 

two examples are given to demonstrate the results for the 

fuzzy delay tumor growth with quiescence cells. Finally the 

conclusion of the finding is given in Section V.       

 

    

II. TUMOR GROWTH SYSTEM 

In the absence of quiescent cells and the delay, the 

proliferating cells follow the logistic equation 
.

( ) ( )P t bP t  

and the tumor  becomes  a malignant tumor for  0b   and  

becomes benign for 0b . In absence of proliferating cells 

the quiescent cells are normally absent. 

A. Dynamics Analysis in a Delayed system for Tumor 
Growth with Quiescence 

Consider the following system: 

( )
( ) ( ( )) ( ) ( ( )) ( )

( )
( ( )) ( ) ( ( ( ))) ( )

P Q

P Q P

dP t
bP t r N t P t r N t Q t

dt

dQ t
r N t P t r N t Q t

dt





   

  

  (1) 

Fuzzy Delay Tumor Growth With Quiescence 

Cells: Stability of Steady States  

Normah Maan, Khabat Barzinji, and Nor’aini Aris 

P 
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In biological terms, where ( )P t  and  ( )Q t  represent the 

numbers  of  proliferating tumor cells and quiescent tumor 

cells respectively. ( ) ( ) ( )N t P t Q t  is the total  number  of  

tumor  cells at  time  t ,  0Pb      the  rate  of  the 

proliferating cells where ( 0  ) and  the division rate  of  

the proliferating cells, 0P   the death  rate  of cells of the 

proliferating cells, 0Q   is the mortality  rate of the 

quiescent  cells, ( )Pr N  is the  nonlinear  transition  rate from 

the proliferating class to the quiescent  class and  ( )Qr N is the 

nonlinear transition rate from  the  quiescent class  to the 

proliferating class . For this tumor population, we assume that 

( )Pr N  is non-decreasing  and  ( )Qr N  is non -increasing, 

both rates  are Lipschitz continuous on bounded sets of  N  in 

R (see Gyllenberg and Webb [4]) and  the  constant    is the 

time delay which the proliferating cells takes  to divide. 

Yafia [3] analyzed system  (1) and concluded that it has a 
trivial and unique positive steady state.  Dynamical study of 

the system is also presented in [3] in terms of local stability of 

the two steady states.  Yafia consider the function 

:f    and  g :    as  

( ) ( ) ( ( ))Q P Q Qf x r x b r x     

and  

( ) ( ) ( )Q P Qg x b r x r x    , 

respectively. 

 Assuming the hypotheses: 

(A1)       (0) 0f  , 

(NA1)     (0) 0f  , 

(A2)       ( ) 0f   , 

(A3)        ( ) 0g x    for  all  0x  , 

(NA3)      ( ) 0g x   for all   0x  . 

Yafia’s paper proved the next three theorems where the first 

theorem gives the stability result for the trivial steady state 

while the nontrivial is not exist.   

 

Theorem 1  
Assume the hypotheses (NA1) and  (A3). Then the trivial 

steady state of the system  (1) is asymptotically stable for  all 

0  . 

The next theorem gives a result of instability of the trivial 

steady state when the nontrivial steady state exists. 

 

Theorem   2 
Assume the hypotheses (A1) and (NA3). Then the trivial steady 

state of the system (1) is unstable for all  >0. 

 

The last theorem gives the result of change of stability of non 

trivial steady state. 

 
 

Theorem   3  

 Assume the hypotheses (A1)-(A3) and the functions 

Pr (increasing function) and Qr (decreasing function) are of 

class C1. Then there exists a critical value 
0 of the time delay, 

such that the nontrivial steady state is asymptotically stable, 

for  [0, 
0 ] and unstable, for  >

0 . 

 

B. Fuzzy Theory 

    Definition 1  [5] 

    A fuzzy number is a function such as : [0,1]u   

satisfies the following properties: 

  1)   u is normal, i.e 
0x   with 0( ) 1u x  . 

   2)    u  is a convex fuzzy set  i.e 

( x (1 )y) min{u(x),u(y)} x,y , [0,1]u         . 

  3)   u  is upper semi-continuous on . 

  4)   { : ( ) 0}x u x  is compact where A  denotes the 

closure of  A . 
 

Definition  2  [6]  

An  -cut, u  is a crisp set which contains all the elements of 

universal set X that have a membership function greater or 

equal to   and can be expressed as 

{ : ( ) }uu x X x     . 

Definition   3  [7] 

A fuzzy number u  is completely determined by any pair 

( , )u u u  of functions ( ), ( ):[0,1]u u    satisfies the 

three conditions: 

1) ( ), ( )u u   is a bounded, monotonic ,  (nondecreasing, 

nonincreasing) left-continuous function  for all (0,1]   and  

right-continuous for 0  . 

2) For all (0,1]   we have : ( ) ( )u u  . 

3) For every ( , ), ( , )u u u v v v   and  0k  , 

( )( ) ( ) ( )

( )( ) u( ) ( )

( )( ) ( ),( )( ) ( )

u v u v

u v v

ku ku ku ku

  

  

   

  

  

 

 

 

 

Fuzzy set is a mapping from a universal set into [0,1]. 

Conversely, every function : [0,1]X   can be represented 

as a fuzzy set ([5]).  We can define a set 

1 2{ : }F x xisabouta  with triangular membership 

function as below:  
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Definition 4    [5] 

1

1
1 2

2 1

2

3
2 3

3 2

[ , )

1

( , ]

F

x a
x a a

a a

x a

x a
x a a

a a



 
 

  
  
  
 

  

 

 So the fuzzy set F  can be written as any ordinary function 

{( , ( )) : }FF x x x X  . 

III. FUZZY TUMOR GROWTH 

Consider the following differential tumor equation without 

quiescent cells:  

                   
.

( ) ( )P t bP t .                                (2) 

We fuzzy the equation by parametric representation of  -

cut as follows: let 

 
1 1[ (1 ) , (1 ) ], [0,1]b b b           

and  

1 1 1(1 )( (1 ) ) ( (1 ) )b b b            , [0,1] . 

Then the fuzzy system of  (2) is  

                

.

1

.

1

( ),

( ).

P b P t

P b P t





                                     (3)                   

 

The fuzzy tumor system (3) has trivial steady states with the 

characteristic equation 
2

1( ) 0b    and, hence the root of 

characteristic equation is 
1b .  Then if 

1b  is positive the steady 

state is unstable and the tumor will be malignant.  Otherwise 

the steady state is stable and the tumor will be benign.  

 

A. Fuzzy Delay Tumor Growth System with Quiescent 

Cells 

Now consider System (1) with assuming that there are 

uncertainty parameters. Here again, we fuzzify the system and 

let ( ), ( ),r ( ), ( )P QP t Q t t r t  be non-negative fuzzy functions 

and   

1 1

2 2

[ (1 ) , (1 ) ],

[ (1 ) , (1 ) ],Q Q Q

b b b   

      

    

      

where 

 

1 1 1

2 2 2

(1 )( (1 ) ) ( (1 ) ),

(1 )( (1 ) ) ( (1 ) ).Q Q

b b b

b

     

       

      

        

By using parametric representation of  -cut (see [8]) we 

write the system in matrix form as follows: 

.

.

.

2

2.

( )
0 0 0 0

P ( ) 0 0 0 0

0 0 0
( )

0 0 0

( )

P t
p

t P

Qb
Q t

b Q
Q t




 








 
                           
  

+ 

1

1

0 0 0

0 0 0

0 0 0 0

0 0 0 0

P Qt

t QP

Qt P

Pt Q

r P r QPb

Pb r P r Q

Q r P r Q

Q r p r Q









                               

 .               (4)   

 

Where ( ), ( )ttP P t P P t         similarly for Q .    

So, the system (4) is known as fuzzy delay tumor growth 

system.  

 

The system (4) has trivial steady state. And the 

characteristic equation is : 
4 2 3 2 2( ) ( ) 0C E e A D e B F             . 

                                                                                       (5) 

Where  

1

2

1

2

2 2 2

2

2 1 2 1 2 1 1

1 1

2

2

2 2 2 2

2 1 2 1 2 1

2 ,

,

(0)r (0) b (0) b (0) (0) (0)

(0) (0) (0) (0),

2 2 (0) 2 (0) 2 (0) (0)

b (0) (0) b (0) (0),
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F (0) b (0) b

P Q QP Q Q
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Q QQ Q
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Q Q
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B b

C b r r r r r
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D b b b b r b b r b r r

r r r r
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b b b b r b r

 



     

 

   

 



     2

1 (0)r (0).QQr

                                                                                          (6) 

In absence of delay the steady state is stable if the roots of  
4 2( ) ( ) 0B C D E F         have negative real 

part.  By Routh-Hurwitz conditions this occurs if  
2 20, 0,( ) 0,A(B C)D D ( )A D E F A E F        . 

Now for increasing  ,  0  , we assume that the root of the 

characteristic equation (5)  is  i  and 0  . 

Substitute  i   in  (5) we obtain, 

4 2 3

2

(cos( ) sin( ))( )

(cos(2 ) sin(2 ))( ) 0.

C E i iA iD

i B F

     

  

     

   
 

Separating the real and imaginary parts, we get  
4 2 3

2

3 2

( )sin( )

( )cos(2 ),

( )cos( ) ( )cos(2 ) 0

C E A D

B F

A D B F

    

 

    

      

 

     

(7) 
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Squaring and adding both sides of  (7) gives the polynomial 

of degree eight as follows: 
4 2 2 3 2 2 2

3 2

( ) ( ) ( )

2( )( )sin( ) 0.

C E A D B F

A D B F

    

   

        

     
(8) 

If  
n




  then sin(2 ) =0 and  let 
2   the equation 

(8) can be written in terms of   as follows: 

4 2 3 2 2 2

2 2 2

( 2 ) (2 2 )

( 2 2 ) ( ) 0.

C A E C AD B

CE D BF E F

  



       

     
  (9) 

We look for the case when the lead coefficient of  (9) is 

positive so, there are two cases for a positive real root can 

obtain. The first and simplest is ( 2 2E F ) < 0.  Now assume  

( 2 2E F )  >0. Since the polynomial is even, there are four 

roots we are focusing for these roots to be real (four of them 

positive or two positive and two negative or four of them 

negative). If four of the roots are negative we suppose to take 

the strum chain of polynomial (9) denoted 0 1 2 3 4, , , ,P P P P P . 

Let 

 

4 2 3 2 2 2

0

2 2 2

( 2 ) (2 2 )

( 2 2 ) ( ) 0

P A C E C AD B

CE D BF E F

  



       

     
  

and 
3 2 2 2 2

1

2

4 3( 2 ) 2(2 2 )

( 2 2 ) 0

P A C E C AD B

CE D BF

         

   
 

The bifurcation occurs in the case ( 2 2E F ) >0 if and only 

if the lead coefficient 
2 3,P P  and 

4P  are positive. 

Hence by division algorithm the lead coefficient of 

2 3,P P ,
4P is positive which are  

,,

2 2 2 2

2 3

2 2 2 2

25

2 3

2 2 2 2

1

2 2 2 2

1 3
( (2 2 ) ( 2 ) 0,
2 16

(A ) 0,

1
(( ) ( 2 )( 2 2 )

16

(( 2 2 )

1
(( ) ( 2 )( 2 2 ))

16 ) 0,
1 3

( 2 ) (2 )
2 16

E C AD B C A

A

E F C A CE D BF

A
CE D BF

A A

A E F C A CE D BD

CE C AD B C A

      

  

        

   


      



    

 

                                            (10) 

 

Where    
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      (11) 
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A CE D BF
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    

     

 

 

Proposition  1 

 

A steady state with  characteristic equation (5)  is stable in the 
absence of delay, and become unstable with increasing delay 

if and only if  
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1) 0, 0,( ) 0A D E F     and  

2 2( ) ( )A B C D A E F     

2) 
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   


      


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Where 
1 2 3 4 5, , , , , , , , , ,A B C D E F A A A A A are given in (6), 

(11). 

IV. EXAMPLES 

Example     1 

Consider the fuzzy delay tumor system (4) with the following 

conditions 
1

2 4 5

1, 1, 1, 2, 1, 1.2

0.1, 0.2, 0.5

Q P Qb r r  

  

     

  
 

And the initial conditions is 

4 4

5 5

( (0), (0)) (4 (1 ) ,4 (1 ) ),

( (0), (0)) (3 (1 ) ,3 (1 ) ).

P P

Q Q

   

   

    

    
 

As can be seen in Fig. 1, the behavior of the trivial steady 

state is unstable since the solution does not converge to the 

trivial steady state.  It means  the conditions of Proposition 1 

are satisfied. 

 

 
Figure 1: 20   

Example     2 

We fixed all parameters as in Example 1 except for b , b is 

now equal to two. The solution does not converge to the trivial 

steady state  (as in Figure 2). If b =4,  the trivial steady state is 

also unstable (as in Figure 3). 

Also, another increase of b =5 we see the trivial steady state is 

unstable (as in Figure 4). 

 
Figure 2: 20   

 
Figure 3: 20   

 
Figure 4: 20   
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From above examples, physiologically it means that the fuzzy 

delay tumor system has stable trivial steady state when 0   

and hence the growth of tumor is stopped by medical cure. 

After extension of influence of medical cure (increasing the 

parameter  ) the stability of steady state is lost and the tumor 

starts to oscillate. The oscillations means either the tumor 

disappears or the patient is overcome. 

If the delay  is greater than zero, the tumor may experience a 

temporary appear and the trivial steady state is unstable. The 

tumor proliferates and it turns into necrotic mass. An increase 

in cell proliferation leads to an increase the concentration of 

many growth factors. However, it takes time for cell to up-

regulate rate of growth. It means for large value of delay the 

fuzzy system showed irregular pattern for each cell 

population. And with increasing time delay in proliferation we 

observed periodic behavior of the number of cancerous cells.   

This behavior may explain periodic tumors growth and it’s 

uncorrelated with the chemotherapy. 

V. CONCLUSIONS 

In this paper, we proposed a system of fuzzy delay tumor 

growth system by using symmetric triangular fuzzy number. 

The crisp tumor growth system of ( 2 2 ) system is extended 

to a fuzzy tumor growth of ( 4 4 ) system by using 

parametric form of  -cut.  The fuzzy tumor growth with and 

without quiescence cells has trivial steady states. The fuzzy 

system proposed leads to the difficulty of locating the roots of 

the characteristic equation since the system becomes larger 

compare with the crisp system.  Generally, the situation is 

more complex to arrive at general conditions on the coefficient 

of characteristic equation in order to describe a stability of 

trivial steady state.  The trivial steady state for the system with 

quiescent cells is stable in absence of delay and increasing 

delay it is unstable. The applicability of the results is 

demonstrated by examples.   
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Abstract— This paper presents an approach which utilizes the 

analysis of the processes of waiting trucks at numerous stages of 
service in polyvalent terminals in the ports of the Kingdom, with an 
emphasis on the infrastructures of weighing and loading of trucks. 
Mathematical modeling, a study of the stability of double weighing 
and loading system as well as its measures of performance have been 
made, and developments in computing programs also facilitates these 
calculations, which have enabled us to specify whether the system 
needs additional new infrastructure, or it is sufficient to just 
reorganize the workings of the existing infrastructure. Thanks to the 
performance measures of the stochastic system identified by 
numerical experiments, we were able to prove the stability of the 
double-weighing and delivery system during the day, and explain the 
situation of congestion during certain periods of the day through the 
random arrival of trucks, and not by the instability of the system or 
lack of infrastructure. 
 
   Keywords— Queues trucks, weighing, performance 
measures, stability.  

I. INTRODUCTION 
Climate change manifests itself in various forms 

around the world, but whatever form it heavily influenced the 
stocks of livestock and cereals of countries, which requires the 
import of large quantities from abroad so as to meet the 
demands of citizens as well as livestock rearing. Such process 
creates additional pressure on ports, which do not correspond 
with the preparations and expectations of the ports 
management. This contributes to the development of an 
enormous traffic congestion, which makes drivers and 
transport staff alike suffer in ports, disrupting the unloading 
and weighing of trucks, and causing conflicts and long delays. 
It is within the framework of ensuring operational 
management in real time in order to guarantee maximum 
productivity and minimize the delays that the approach I 
intend to adopt in this article is based. We are interested in 
analyzing the delivery weighing of the bulk traffic (direct exit) 
to the multipurpose port terminal, that is to say the goods 
which the vessel load directly into the trucks without delay 
when staying at the terminal. Afterwards, the trucks leave the 
port after passing through the weighbridge. Then we have a 
network of queues.  

At the weighbridge, the route of the trucks is 
characterized by a probabilistic manner; the next station is the 
dock, if this is his second weighing, he moves outside. This is 
therefore a deterministic cyclic routing. Figure 1 demonstrates 
the physical circuit of the truck inside the multipurpose 
terminal. Making a field visit, we notice the existence of a 
traffic jam, goods of different types on the ground, trucks 
blocking traffic and more cars from service personnel. With 

regard to the weighbridges, we notice a traffic congestion due 
to a large number of trucks which arrive to load from the ship, 
and a large queue of trucks even before entering the main gate. 
This problem of congestion also has other impacts; longer 
service period, conflicts among truck drivers, and also traffic 
jam at the terminal especially with the goods which are put on 
the ground and staff cars, which can result in reducing the 
number of clients in the port.  

These trucks, which we are discussing, are part of the 
port customers, because it is the importer who sent them to 
retrieve the goods. It is for this reason that the port cannot 
handle the arrival times of the trucks which is random and 
unbalanced during the day. But planning in advance the time 
slots for unloading each type of â€œvracâ€� in the case of 
large vessels can play an important role in avoiding such 
waiting for those trucks interested in a different type of 
â€œvracâ€� which the crane is in the process of unloading. It 
is therefore important to regulate the discipline of the queued 
trucks. In recent years, several authors have analyzed various 
models of queues in discrete time, and a number of new 
results have been reported in the literature, see [1]. The most 
popular model is the expectation M / G / 1 queue with a 
Poisson arrival process. [2]. 

The distribution of the duration of treatment of a 
service depends on numerous factors, such as the experience 
of staff and client characteristics [12]. The arrival rate of 
trucks vary from on period to another during the same day, 
and the distribution of arrival rate over time (also referred to 
as profile for early arrival of passengers, [13] depends on 
several criteria. For instance Barros and Falling as they 
addressed the aeronautical field, have taken, as criteria for 
passengers, the category of flights, and time of day. Thus the 
average arrival time in the morning is much shorter than in the 
afternoon [14] For the delivery that we study in this paper, the 
rate of entry of trucks to the multipurpose terminal is much 
higher in the early morning hours, and this is due to the fact 
that truck drivers are paid by the number of loads carried by 
day, hence they prefer to come early in the morning so as to 
return in the afternoon to take a second load. Furthermore, 
when the trucks arrive, they do not have the choice of 
weighbridges; they are obliged to go through the weighbridge 
they have been assigned even if there aremany other empty 
ones, while self-assignment of trucks at the level of 
weighbridges can reduce the length of waiting and delays. 
This principle has been effective for waiting passengers at the 
registration service in the airport [15] Indeed numerous air 
campaigns offer a free check-in service to reduce the duration 
of time at a registration agency. In our case we shall consider 
that we have a single server since the truck was not allowed to 
go through the other weighbridges, and we will find the 
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complete Kendall notation of delivery weighing, based on 
numerical results for a long period of time in order to go 
through all the possible cases of delivery weighing during the 
day. 

The arrival time of each truck does not depend on the 
time of arrival of the truck that it precedes, the same goes with 
the length of service. Hence, we can consider an M/G/1 server. 
The performance of this type of server has been studied in 
many articles using several approaches [16] well as the 
discrete time Markov arrival process may include special 
cases such as the arrival process Bernulli [17], [18] Service to 
customers is measured by the average length of the queue, the 
average waiting time, and service levels, that is to say, the 
waiting time for customers must be below a certain threshold. 
This has been well discussed by Graham [19], who analyzed 
in detail the waiting process of check-in at airports, proposing 
an approach for performance analysis that is applicable also to 
queues in the ports. the field of operations research has also 
given many pushed together and results to optimize routing 
clients and assignments to servers in the system, [3], and many 
heuristics have been proposed for the analysis and flus 
scheduling [4], but in our case ,this technique will not be 
useful because the allocation of trucks to weighbridges is 
submitted to another constraint which is the position of 
weighbridges from the docks. 

Various approaches in the literature [9, 5, 6, 7] have 
been proposed to improve the queues of M/G/1 type and 
integrate changes service time to reduce it [2, 8, 10], but most 
of these approaches are based on automation servers. This is 
often not applicable, especially when it is a system that is 
already in activity, and suggestions are too expensive, or that 
space presents a major constraint. Our approach proposes no 
expensive modifications that can be applied without 
interrupting the activity or require time or staff. Then we can 
increase the service capacity without increasing the cost of 
service. 

We will begin this article by describing the physical 
circuit of trucks between the dock and weighbridges, analysis 
of the problems encountered, and accuracy of the 
mathematical model selected. The second chapter will 
primarily focus on the performance of the system through a 
conceptual study, then finally ending up with suggestions and 
conclusions of the last chapters .  

II.  MATHEMATICAL MODELING OF THE PHYSICAL CIRCUIT OF  
TRUCKS 

There exist many weighbridges in multipurpose 
terminals as well as several docks, but in this study we shall 
consider that we have solely one weighbridge and only one 
dock, since our goal is to analyze the circuit of a truck inside 
the terminal, and each truck must pass through the 
weighbridge that it was assigned even if there other empty 
ones, and then through a specific dock. We may then diagram 
the circuit of the truck as follows :  

 
Figure  1: Physical circuit of the truck inside the multipurpose 

terminal 
 

We are in the case of an open network of queues, 
because the trucks coming from outside circulate in a network 
across different stations (weighbridge, dock, back to 
weighbridge), then leave the network. The number of clients 
that may be found at any given time in an open network is not 
limited.  

In our case, trucks represent clients, while the 
weighbridge and the dock represent the stations. The purpose 
of what follows in this chapter is to study the structure and 
calculate the characteristic values allowing to describe the 
performance of this system.  

There are several mathematical models that can be chosen 
in this modelization, but we chose the single server model 
with exponential time service (time exponential service will be 
demonstrated in what follows). We could think of the multiple 
servers model with exponential time service, but we can not 
choose it in our case, because the average rate of service is not 
the same for all servers [11, 20]. The queue of trucks is at an 
unlimited capacity, and we are before the FCFS discipline 
(first come first served); the first client to arrive shall be the 
first to start his service, nothing then prevents a client who 
starts his service after it, ends before; (in the case of the arrival 
of two trucks that will not load the same type of goods, the 
crane assigned to the ship discharge one type, and once it 
clears its quantity, it, then, turns to the second type and so on; 
for instance truck 1 is interested in type X, and truck 2 is 
interested in type Y, if the crane is already working on the Y 
type, although truck 1 had arrived before truck 2, it will be 
served after it, because even if it has weighed before it, it will 
still be obliged to wait at the dock, and hence it is indeed the 
FCFS discipline). 

By detailing our service (tare weight + load from the 
ship + gross weighing), we can determine the Round-Robin 
discipline (cyclic). Indeed, all the trucks queue move to the 
weighbridge alternately, conducting the tare weight, then 
repositioning it in a new dock for loading and so forth until the 
service is all completed. We deduce then that the notation of 
Kendall of our queue is as follows:  

                                                (1) 
The first element  , which denotes the inter-arrival 

distribution, is a Markov process since the arrival time of each 
truck does not depend on the time of the arrival of the truck 
preceding it (we will see later that this is a Markov jump 
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process ). The second  denotes the distribution of service. It 
is also Markovian since the length of service of each truck 
does not depend on the length of service of the trucks which 
precede them. The third element â€œ1â€� denotes the number 
of servers. As we have already mentioned, each truck must go 
through a weighbridge even if the others are empty. 

Furthermore, we shall later discuss the service as 
weighing + loading, then we will consider the existence of a 
single server (weighbridge + dock). The two infinites denote 
the capacity of queue which is infinite, and the users 
population is also infinite since the number of trucks entering 
the system is not limited, and therefore the FCFS denotes the 
discipline which we have already talked about. We aim to 
specify our system by characterizing the process of arrival of 
trucks and the process of service. For that, we shall, in what 
follows, consider the double weighing and loading as a single 
service, which can be schematized as follows: 

 
Figure  2: The trucks service in multipurpose terminal 

 
The arrival of trucks to the system will described 

using a stochastic counting process  . 
We denote by  the random variable measuring the 

arrival time of the nth truck in the system and thus will have : 
 (by agreement) and  =  ,which means 

that the first time that the number of trucks is found in the 
system is equal to . 

We denote by  the random variable measuring the 
time between the arrival of  truck and the  truck 
(inter-arrival). We have then:  . 

Let us find the inter-arrivals rate  : We are 
interested in times of congestion, that is to say the moments 
when the inter-arrivals are very short  , and this is the 
case of early morning hours. An observation of a dozen trucks 
allows us to establish the following calculations : 

We have seven trucks with , two trucks with 
 , and one truck with  . 

 
      Figure  3: Number of customers for each inter-arrival.  

We note that the shape of this graph is similar to that 
of the exponential law, and also the empirical average of inter-
arrivals is:  

                                                            (2) 
This is the average interval between two consecutive 

arrivals. The empirical variance of interarrivals is: 
                                                      (3) 
We have: 
                                       (4) 
However there exists a law of probability, the 

exponential law, such as: 
                                                       (5) 
Therefore, it is logical to assume, given the digital 

results, and the shape of the graph, that the empirical 
distribution of interarrivals can be adjusted by an exponential 
law, with parameter: 

                                                             (6) 
This is the inter-arrivals rate. In addition we have:  

  
and we have :  since  is 
an independent process, then : 

  
but we have  follows the Poissonian law ( )  
so   
so  follows the 

exponential law  by integrating we find a density of 
exponential law ( ). so  follows the exponential 
law .  

The random variables  are independent 
and identically distributed, because they shame the same 
probability law and are mutually independent. Therefore, the 
counting process  is a renewal process. We have found 
that the interarrivals are exponential and are characterized by a 
single parameter: the rate of interarrival  So, the process of 
arrival of trucks in the system is a Poissonian process.  

• Time of service:  We note: 
: the random variable measuring the start time of the  

client system  
: the random variable measuring the service time of the  

client (the time separating the beginning and end of the 
service).  
                                   (7) 
 
The variables  are independent and identically distributed. 
Indeed, the service time of each truck does not depend upon 
that of the truck that precedes it, and the distribution of service 
time the exponential distribution which is characterized by the 
property Without memory. 

The following table demonstrates the consecutive 
service times of trucks; observation is made on the same 
dozen trucks we have seen previously. 
truck    1   2   3   4   5   6   7   8   9   10  

   82   85   61   65   60   52   53   64   68   75  
      Table I: Service times of trucks in minutes 

The average duration (or average service time) is the 
mathematical expectation of the random variable  , it is 
the empirical average:  

                                                                      (8) 
The average service is: 
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                                                                (9) 
We will now study the stability of the system.For this, let us 
find the average rate of arrivals . 

The expected arrival of trucks that is the empirical average 
number of truck arrivals is equal to 68.16Therefore the arrival 
rate is: 

                                                                      (10) 
We have found in the foregoing the following results: The 
average rate service  

                                                                      (11) 
The average rate of arrivals 
                                                                      (12) 
We note that 
                                                                              (13) 
That is to say: traffic intensity: 
                                                                         (14) 
So the queue is stable .It is true that reality shows an 

explosion in the same during certain period of the day. That is 
because in these periods, all trucks come in the same time (the 
same importer who sent them), and both inter-arrivals are null. 
It is therefore logical that with these constraints, any system 
will appear unstable, when it is not. 

III.  PERFORMANCE OF SERVICE PROVIDED TO TRUCKS 
 Consider the system behavior in a given period of 

time, for instance between  et  .  is the total 
number of clients in the system at the instant t. 

Taking interest in the system behavior of the time 
interval  is tantamount to considering the â€œtransitional 
regimeâ€� system. We take  in minutes . The 
choice of  is tantamount to considering both shifts of 
the day  to go through every possible state of 
the system during the day (congestion, vacancy of system, 
balance, explosion ,…) . 

• Average rate of entry: the average rate of entry is 
the average number of clients who arrived to the system per 
unit of time. over the observation period 0.960, it is therefore: 

                                                                  (15) 
With  Number of clients arriving to the system during 

the period so: That is to say one truck every 8 min. 
• Remark :The average exit rate is the average 

number of clients who have left the system per unit of time. 
over the observation period  it is therefore: 

                                                         (16) 
With  is the number of clients who have left the 

system during the period . 
In our case  Since we have taken as 

time interval all shifts, and at the end of the day no truck 
remains in the system, so the number of trucks that arrived to 
the system is itself the same number leaving it. 
             •Total time during which the system contains  trucks:     

 Total number of trucks in the system during the 
observation period . The purpose of this paragraph is to 
observe the change in the number of trucks in the system over 
time. We have as data the ” ” table which contains 
instants of tare weighing, and ” ” table which contains 

instants of gross weighing. We define the ” ” table 
which contains all the instants during which the system has 
witnessed an arrival or departure of a truck ascending. This is 
obtained by making an increasing fusion of two preceding 
tables., and the ”  ” table which, for each instant or each 
case of ” ” table, specifies the number of trucks present 
in the system.  

These two tables cannot be made by hand due to the 
large size of our database. This requires a computer program. 
Therefore, we have established the following algorithm . 

 
Figure  4: Examination of the change in the total number of 

trucks in the system 
Notes:   
    •  and  traverse successively the two tables tare 
       and pese.  
    •  and  traverse successively the two tables  
       fusion and nbr.  
 This algorithm proceeds as follows: As input, we 

introduce the ” ” and ” ” tables, the two tables 
” ” and ”  ”are obtained as output. 

For the ”  ” table, if the corresponding checkbox 
in the fusion table is an entry, we increase the number of 
trucks by one and if the corresponding checkbox in the fusion 
is a departure, we decrease the number by one. 

We get the following graph after execution: 

 
  Figure  5: Total number of trucks in the system during the 

two shifts 
 

It is clear that the maximum number of truck that 
were in the system during the period of observation 960 min is 
n=22. 

    • Remark: The number of trucks in the system 
decreases during the following intervals : 
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 it will be very effective to distribute the breaks the workers 
take during these intervals to ensure their presence during 
intervals of the explosion of system .  

    • calcul of  for a given number n:  We note 
the total time during which the system contains n clients 

 which we calculated as the sum of the durations 
during which there were n trucks in the system during the 
observation period  . 
It is clear that . 
In our case, the calculation of  amounts to calculating 

 for every n with . 
The calculation of  cannot be made by hand 

due to the large size of our database. This requires a computer 
program. Therefore, we have established the following 
algorithm: 

 

 
Figure  6: Calculation of the total time during which the 

system contains n trucks 
Notes:   
    •  and  traverse successively the two tables fusion 
      and nbr.  
    • to display fusion and nbr tables, it uses the  
      Previous program.  
 The principle of this algorithm is to introduce as 

arguments the tables "tare" and "pese" , and n. Specifying the 
value of n, this algorithm gives us as output, the total time 
during which the system contains n clients. We obtain the 
following graph:  

 
Figure  7:  Total time during which the system contains n 

trucks  
• Average number of trucks: the average number of 

trucks present in the system is the time average  ,  Over 
the observation period  . this is therefore the area under 
the curve for . 

                    (17) 
 

We thus obtain . 
• The average stay time: the average stay time of a 

client in the system is, by definition, the arithmetic average of 
stay time of the clients who arrived into the system during the 
time interval : 

 

With  is the stay time of  client in the system . 
                                         (18) 

• Utilization rate U: we are in the case of a single 
queue waiting with one server (weighbridge + dock), then we 
may define the utilization rate of the server which is the 
proportion of time during which the server is occupied in the 
interval  as follow: 

                                              (19) 
so: . 
That is to say during the day, the system was occupied with 

.It was therefore unoccupied with . 
               • First remark : The utilization rate of a server is also 
calculated is follows : 
                                                           (20) 
With  is the proportion of time during which the server 
does not contain any client in the interval  . 

• Second remark: The utilization rate of server 
which we have calculated represents the entire server 

utilization rates (weighbridge, dock, weighbridge). We may 
easily deduce then that the utilization of the weighbridge is the 
double of the preceding rate since we use the weighbridge 
twice . 
we note  the utilization rate of weighbridge 
                                          (21) 
• Third remark : The inoccupation rate of the system is a very 
important result which allows us to specify the total length of 
coffee breaks the workers take. In fact, the total length of 
breaks should not exceed the inoccupation period of the 
system so as not to negatively impact the production by 
leaving the trucks waiting. 
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IV. PROPOSED METHOD AND RESULT 
Details regarding the weighing process inside the 

weighbridge: 
In this section, we are interested in the weighbridge, 

that is to say, one of three stations in our network, and more 
specifically the second weighing of trucks.  

At the level of this station, the truck is placed on the 
weighbridge and the deriver descends to show the weighing 
ticket he had during his first weighing, and get the stamp of 
the customs officer along with the delivery note.  

We have then an informational flow of trucks inside 
the weighbridge office, for it is the documents of trucks that 
move and not the trucks. This is yet another network of queues 
with three stations which are: 

    • Weighing: Office containing a computer system 
which ensures the loads of trucks and display their weight 
under the supervision of a weighing agent, who prints the 
weighing ticket containing all the necessary information of the 
trucks and the goods it carries. 

    • Customs: Office containing a customs officer 
who verifies whether the weight of the goods carried exceeds 
the declared weight, recopies on his register all the extra 
information on the weighing ticket, fill the exit note and on its 
back filled in and puts the stamp on the customs liquidation. 

    • Surveillance: Office containing a delivery agent 
who controls the quantity of the goods, ensures the delivery of 
the destination and records all information in order to give a 
delivery note. 

To modeling the informational flow of trucks , we 
can diagram the informational flow of trucks inside the 
weighbridge as follows: 

 
Figure  8: Informational flow of trucks at the weighbridge 

 
• Type of queue: We have then a system which 

consists of three servers that work in tandem. When a client 
arrives, he is first directed to the ”P” server, and as soon his 
service is completed he is directed to the ”D”server where he 
performs a new service and then directed to the ”L”server. The 
system is described by the triplet  where, for 
i=1,2,3 ,  ,is the size of the system (number of clients in the 
queue of server i , including the client still in service by the 
server i). We suppose that the arrival process is a poissonian 
process with the parameter  , and the times of services are 
independent variables, and independent of the arrival process. 

We suppose that the times of services of server  
follow exponential laws of parameter  This is a special case 
of Jackson’s networks. 

• Kendall’s notation : Kendall’s notation of our queue 
is as follows: 

 (22) 
 
Indeed, the arrival processes and services in the 

various stations are Markovian. The capacity of the queue and 
the servers are infinite, the number of servers is three, and the 
discipline of service is FIFO.  

• Accuracy of the model parameters: Notice that this is 
indeed a network of queues. To study its parameters, we can 
either study the parameters of the entire system, or study the 
parameters of each of its various stations. We shall opt for the 
second option, which provides us with the maximum details 
for a better analysis. Concerning the arrival rate for each 
station, it is the same as the one found in the second chapter 
which is 0.014. For the service rate, it changes from one 
station to the other; using a stopwatch a each station, we find 
the following: The service time at the ”P” station is fixed in 
one minute, (it is fixed because it is the system that weighs). 
The service rate therefore is: 

                                                                              (23) 
The service time at the ”D”station is an average of 

four minutes. The service rate therefore is: 
                                                               (24) 

The service time at the "L" station is an average of 
two minutes. The service rate therefore is: 

                                                                    (25) 
Hence the service time at the weighbridge (second 

weighing ) equals the sum of the service time at each station, it 
is therefore seven minutes. 

We deduce then that the service rate at the 
weighbridge is: 

                                                            (26) 
To optimize the stability of a service, the most 

effective procedure consists in the reduction of the service 
time. In this context, we propose to eliminate the manual 
statement identified by the customs officer.  

This operation takes an average of three minutes, 
while the weigher has a system of information which may be 
used by the customs.  

The customs officer will therefore only verify the 
weight of the goods and seal the back of the exit note, and at 
the end of his shift he prints all the data needed from the 
system. The new mission of the customs shall take only 40 
seconds, and then we will have a gain of 3 minutes. It is 
therefore a change in the ”D” station. The new service time 
will be one minute, and the new service rate at the level of this 
station will be: 

 
• Remark : This change in the delay of service is interesting 

at the level of the weighbridge (second weighing), but at the 
level of the entire service (double weighing + load), three 
minutes remain insignificant compared with 66 minutes as the 
average duration of service. But throughout the day, this gain 
is multiplied by the number of trucks passed through the port, 
which gives a gain of  at the service time, and this will 
help to serve more trucks per day. 

V. SUGGESTIONS 
It is necessary to make other changes at the level of 

the remaining stations; at the level of queues, and at the level 
of the dock. Briefly, changes ought to be made at the level of 
the organization within the terminal, so for this reason we 
propose the following suggestions. 
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• At the level of the dock: When we verify the 
databases of the past weighing, we notice the different 
durations of service. We remark that the trucks have greatly 
exceeded the average length of service ( which is 66 min). By 
comparing monitoring of these delays, we find that the 
primary reason which causes the biggest delays is attributed to 
the breakdown of cranes. It is true that this phenomenon is 
rare, but it has caused the biggest delays, which impacts on the 
service of trucks, as well as the length of stay and ship 
performance. According to the principle of the ABC method , 
it is necessary to focus on the problems, which despite the 
weakness of their appearances, cause the biggest impacts.  

The crane is a lifting machine which is used as a 
handling tool (loading and unloading of ships). The analysis of 
the causes of breakdowns of cranes made it incumbent upon 
us to pay a visit to the technical component of the lifting gear 
division (LGD), and there we have noted that the cranes 
undergo two types of technical maintenance: CM (corrective 
maintenance): which can be done at any time a breakdown 
occurs. SPM (systematic periodic maintenance): which is 
necessarily done after a certain number of hours worked, and 
this varies according to the capacity of the crane. It is evident 
that once the crane is not available for the SPM, we then put a 

 margin to carry out the maintenance, for example for a 
crane of 100T capacity (G38001), it must undergo an SPM 
following every 100h worked.  

By exploiting the  margin, we monitor the crane 
starting from 80h of work to 120h. As soon as the crane is 
available or has just completed the unloading of the ship, it is 
put in maintenance. This is a well-organized method. In fact, 
SPM check-lists are prepared and given to the company which 
have made an agreement to carry out the maintenances. The 
check-lists contain all the information about the equipment to 
maintain, as well as the work required. Starting from 80h of 
work, Technical component department prepared a card 
programming the lifting gear maintenance which contains the 
available cranes and gantries taking into account availability, 
the finishing date and the date of return to service, that 
provides the operating component ,so that it meets the 
program during the assignment of cranes to ships. 

    • Remark : It is necessary to double check if the 
 margin is well chosen. In fact, if we take the same crane 

of 100T capacity, with the  margin, it cannot undergo 
SPM until 120h of work instead of 100h. if we suppose that, 
by chance, right from the purchase of a crane, it has undergone 
its SPM every time after 120h, in the long run, we shall have 
an accumulation of SPM delays which may cause unforeseen 
breakdowns, which will then require CM, which means that 
now we will fall into the problem of delays of trucks should 
there be no trucks available for replacement. 

    • Suggestion 1 : We all know that every machine 
has a lifespan. By comparing the counters of cranes (number 
of hours worked), we have noticed that there exists a 
yawninggap in the number of hours worked among cranes of 
the same capacity. This means that the lifespan of the one with 
the advanced counter shall be quickly exhausted. We then 
propose to balance the counters via making a way to give 
priority to the crane with the least advanced counter when 
assigning cranes to ships (of course, were talking about cranes 
of the same capacity). 

  
    • At the organizational level: Along with the 

problem of the breakdowns of cranes, there is also another 
problem which often prevents the reduction of delay of truck 
service. This can be explained through the following example: 

If we have a ship containing several types of goods, 
including wheat and corn, and the crane assigned to this ship 
begins unloading wheat, it will unload the corn only after it 
has finished the amount of wheat. So if at a certain time, a 
truck wishing to load corn goes to the terminal, while the 
crane is in the process of unloading the wheat, it shall have to 
wait until all the quantity of wheat carried in the ship is 
unloaded (every truck wishing to load wheat will be served 
before him and leave). 

It is then impossible to decrease the delay of service 
trucks wishing to load the goods while while the crane 
unloading started by another type of goods. 

    • Suggestion 2 : To avoid the above problem, we 
propose to make the truck drivers aware of te first type of 
goods to be unloaded, and announce a likely margin time for 
the unloading of each type of goods. That way, we will have a 
good organization of the arrivals of trucks, and see some 
stability in the queues.  

    • Suggestion 3 : In the organizational context, we 
propose to put ticket machines at the main gate of the 
terminal, so as to be able to print tickets which contain the 
arrival number, thereby the truck drivers will be required to 
respect the order of the queue (FIFO or FCFS), which will 
hence make them avoid conflicts among themselves.  

    • Suggestion 4 : Organize well the dispatching of 
staff positions, and make sure that there is a supervisor during 
the day when the utilization rate is very high, based upon the 
graph representing the total number of trucks in the system 
during two shifts, so as to guarantee the fluidity of the flow of 
merchandise. 

VI.  CONCLUSION 
In this article we have explained the delay trucks and 

congestion problems within the ports, by the hazard of truck 
arrivals, and not by the instability of the system. But applying 
the suggestions previously, we can reduce the time of the tour 
trucks without interrupting the activity or require budget. 

This approach allowed us to win  of the service 
time. To further enhance the performance of handling within 
the port, and since the supply chain of the company is linked 
to other processes, it is beneficial to extend this study by 
analyzing the possibility of create deposits of bulk goods out 
of the ports.     
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About New Class of Volterra Type Integral Equation 
with Two Boundary Singularity in Kernels 

N.  Rajabov , S.  Saidov 

 

Abstract: -.In this work, investigation one class general Volterra type  Integral Equation with two boundary logarithmic and singular 
points. In depend from roots corresponding characteristic equation,  solution this integral equation can contain two arbitrary constants, 
one constant and may be having  unique solution.  

Key words:- singular kernel, Volterra type integral equation, boundary singularity, logarithmic singularity.  

Let  the set of point on real axis and 
consider an integral equation 

        

                                                                                         

where   are given functions on the 
rectangle  with   defined as the set 

,   are given function in  and  to be found  

        The theory of the integral equation type  with one 
left , one right singular point or one interior singular point 
at  has been constructed in [1].  The theory of 
the integral equation    at , 

 and  constructed in [1]-
[4].  The theory of the integral equation type  with one 
left singular point has been constructed in [5]. 

 The solution of the this equation is south in the 
class of function  vanishing at the singular 
point , i.e 

,   and     . 

In point  the solution of the equation   may be 
unbounded or vanish. 

           In this work, we investigate other cases integral 
equation  and corresponding him characteristic 
equation.   

  Integral equation  we represented in following 
form 

                                                                                         

where   

 

 .                             

Integral equation  we called characteristic integral 
equation, corresponding to general equation . 
Consequently, problem red use to investigate the following 
integral equation   

    

where   are given constants.  

Support that, the solution of the characteristic 
equation   exist and belongs to  .  Also, assume  

 . Then differentiating both side of  twice 
arrives at an ordinary differential equation of the second 
order with left and right points. Writing out solution 
obtained ordinary differential equation according to [6] 
and returning to conversely, we find solution integral 
equation  . After immediately testing, be convinced that 
obtained solution be satisfied the equation   at less 
week conditions. 

For  the following confirmations is obtained: 

Theorem 1. Let in integral equation (4) function   
represents in form uniformly converges generalized power  
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series  

            

                                                                          

and  for 
    The roots of the algebraic equation  

                                                      

real , different and positive ,  that is 
. Then, homogeneous integral 

equation  in class of  function , vanishing 
in point  , unbounded in point   has two linear 
independence solution of the following form 

,   ,                                 

where  ,   . 

Non homogeneous integral equation   in class of 
function  , vanishing in point  , 
unbounded in point    is always solvability and its 
solution is given by formula  

  +  ,                             

where   ,   -arbitrary constants,  

                 

Theorem 2. Let in integral equation (4) 

 ,  ,  with the following 
asymptotic  behavior  

,              at        . 

Then integral equation  in class of function  
, vanishing in point  , unbounded in point 

   is always solvability and its solution is given by 
formula  

   +  ,                           

where   ,  -arbitrary constants , 

 

 .                                          

 

 

Characteristics 1.  Let in integral equation  parameters  
 , function  satisfy any condition of theorem 2. 

Then from ,   it follows , the solution integral 
equation  ,  with following 
asymptotic behavior 

 ,                 at        ; 

  with following asymptotic behavior 

  ,    at        . 

Theorem 3. Let in integral equation (4) 

. Assume that a function    , 
 with the following asymptotic behavior  

,   and x  ; 

  with the following asymptotic behavior  

,                 at        . 

Then the integral equation in class of function  
, vanishing in point  and  has a 

unique solution which is given by formula 

  

                                   

   Characteristics 2.  Let in integral equation  
parameters   , function  satisfy any condition of 
theorem 3. Then from   it follows   the solution 
integral equation  ,   with 
following asymptotic behavior 

 ,                 at        ; 

  with following asymptotic behavior 

  ,     at        . 

 For investigation the general case integral 
equation  we represented in form  . Assuming for a 
moment that   is known, we can find a general 
solution to . The integral equation  corresponding to 
following characteristic equation  

 . 

Let  ,  and  
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 , and let functions    
,  and   be such that     ,   

 with following asymptotic behavior: 

   ,                 at        , 

where   . 

Then according to Theorem 2 general solution of no 
homogeneous integral equation  is 

 + ,  

where                                                         

 

 ,                                          

,      ,       

and ,   are arbitrary constants. 

Substituting for  from  we arrive at the solution 
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Then   integral equation  , as second kind Volterra 
type integral equation with week singularity , has a unique 
solution , which is given by formula 
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where   is a resolvent  of the integral equation  
and   are arbitrary constants. 

Thus , from the preceding discussion the theorem follows. 
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Abstract— Vector error correction model (VECM) is a 

multivariate error correction model, which handles sets of the 
equation at the same time. Error correction model (ECM) converts 
into VECM when more than one or set of equations is involved in 
causality model. The model will help to understand and examine 
empirical long run and short run association between the concerned 
variables in optimal lag order. The objective of this study is to 
investigate causality linkage among the three important sectors 
namely construction, manufacturing and mining & quarrying of the 
Malaysian economy and estimate VECM equations for the studied 
sectors.  The quarterly time series data from 1991Q1 – 2010 Q4 is 
used to understand pair wise causality and the direction of the 
causality link among the concerned variables. The result of the 
Granger causality shows that a unidirectional causality exists among 
the construction, manufacturing and mining and quarrying sector of 
the Malaysia. The construction sector has strong backward linked 
with manufacturing as well as mining and quarrying sector, while 
mining and quarrying has forward linkage with construction and 
manufacturing sectors. The estimated VECM equations suggest that 
the studied sectors have long run as well as short run associations 
with each other. Furthermore, it shows that the speed of adjustment 
toward long run equilibrium for construction, manufacturing, and 
mining and quarrying is 8 %., 14% and 11% respectively. The 
outcome of the study is valuable for the Government of Malaysia, 
policy makers and concerned parties of the sectors.   

 
Keywords— VECM, Causality, Linkages.   

I. INTRODUCTION 
The Malaysian economy is the most successful growing 

economy in the world. The World Economic Forum ranked 
Malaysia 24th most competitive nation out of 148 countries, 
higher than China and South Korea due to her impressive and 
extraordinary economic performance [1].  

According to Malaysia Vision 2020, it has to achieve the 
title of developed nation status by the year 2020. The 
Government of Malaysia has to make lots of efforts  and  
formulate its economic development policies in such a way 
that all major sectors of the economy contribute positive 
growth that accelerate the momentum of social economic 
development and growth of the country.   

Overall economic growth depends on the sectoral growth 
rates, which are influenced by the linkages between the 

sectors. Inter sectoral linkages thus play a crucial role in the 
industrialization and socioeconomic development of a country. 
They provide opportunities for future economic activities and 
development of new sectors of the economy.  

Therefore, it is necessary to understand the strength and 
direction of interdependent linkages among the sectors. An in-
depth knowledge of inter-sectoral linkage is very useful for 
Government and policy makers as well, so that the more 
effective and efficient long term policies could be formulated 
in order to attain comprehensive development and sustainable 
growth in the economy.   

The objective of this study is to examine the linkage among 
the three key sector construction, manufacturing and mining 
and quarrying of the Malaysian economy and development of a 
VECM for the construction sector. The VECM will determine 
the long run and short adjustment coefficient of the Malaysian 
construction sector (MCS). 

II. LITERATURE REVIEW 
 

 Malaysia’s rapid economic growth is the result of prompt 
structural changes in the economy. Its economy has undergone 
rapid transformation since independence. The major shift is 
from natural resource based economy to large scale 
industrialized economy.  

The manufacturing, mining and quarrying and construction 
sector are considered as a major sector of the Malaysian 
economy. The economic activities of these three sectors not 
only play a significant role in the aggregate economy, but also 
affect the economic performance of each other on the basis of 
inter-sectorial linkages. 

A. Significance of Inter-sectorial Linkages 
The linkage among various sectors of the economy is one of 

the significant sources of economic development in a modest 
world. The evaluation of the strength and direction of the 
relationship that exists among the various sectors of the 
economy determines the importance of a particular sector to an 
economy [2]. During the last 60 years after independence of   a 
number of colonies in Asia and Africa, the question of 
development received special attention and the theory of inter-
sectoral linkage has created much interest and has become the 
primary subject of development economics.  
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 The sectorial configurations and the linkage among various 
sectors of the economy and their mutual impact on economic 
development and GNP, has developed multiple theories of 
economic growth [3]. The theory of unbalanced growth 
presented by Hirschman recommends that the economic 
development policy should emphasize on accelerating the 
growth of leading sectors. This would result in growth effect 
being shifted from the leading sectors to the other supporting 
sectors [4]. The enhancement in leading sector activities will 
significantly affect the production, employment level and per 
capita income of other sectors due to strong backward and 
forward linkage, thus have a multiplier effect on aggregate 
economy. 

The study of inter linkages is all the more important for 
developing countries like Malaysia. So that’s positive growth 
stimuli among sectors can be identified and nurtured to sustain 
the economic growth momentum [5]. Linkages thus play a 
crucial part in the industrialization of a country and generate 
further production activities in an economy. 

The sectorial linkages are developed as a result of each 
sector's role as a supplier and receiver of inputs from other 
sectors of the economy. The manners in which two sectors link 
with each other is known as backward and forward linkages 
between the sectors. 
B. Measuring Tools for Linkages 

There are three analytical tools, which are widely used for 
measuring the strength of the linkage, sectoral economic 
performance and production interdependence: 

 
1. Leontief’s (1936) Input–output analysis 
2. Statistical technique  
3. The new econometric modeling developed by Engle and 
Granger 

Leontief (1936) pioneered the use of the input-output 
analysis to gauge the backward and forward linkages between 
the sectors of the economy. This concept is very useful for 
assessing the impact associated with the growth of a particular 
sector [6]. The number of studies available in which input- 
output analysis tool used to measure linkage between the 
sectors. 

Bon (1988) is one of the few researchers who applied the 
concept of Leontief input-output matrix to the construction 
industry and found that the input–output tool can be used for 
studies of the construction sector in three broad aspects: 
employment creation potential,  role in the economy, and 
identification of major suppliers to the construction industry 
[7]. A study conducted by Rameezdeen et al, (2006), used an 
input-output table to analyze the significance of construction in 
a developing economy and its relationships with other sectors 
of the national economy [8]    

However, more sophisticated statistical and econometric 
methodology is now available for measuring the strength of 
linkages among economic sectors. This econometric technique 
introduced by Engle and Granger in 1988. Many modeling 
studies related to economic and financial issues have applied 
this new technique to analyze economic relationships. 

Green (1997) applied the Granger causality test to 
determine the relationship between GDP and residential and 
non-residential investment. The results suggested that 
residential investment causes, but is not caused by GDP, while 
non-residential investment does not cause, but is caused by 
GDP. He concluded that housing leads and other types of 
investment lag the business cycle [9] 

A study conducted by Chan (2001) used econometric 
models to assess construction linkages with sectors of 
Singaporean economy. The result shows that some causal 
relationships are bi-directional, including those between the 
construction sector and other sectors; and the construction 
sector and the GDP [10].  

Another study conducted under the title “An assessment of 
the linkages between the construction sector and other sectors 
of the Nigerian economy”, indicates that construction 
significantly leads many sectors and virtually all economic 
sectors feedback into the construction sector. Hence mutual 
interdependence of construction with sectors of the economy is 
created [11] . 

  All above discussed studies have made a valuable 
contribution to understanding the association between 
construction and economic growth. However, this study 
examines the causality link among the construction, 
manufacturing and mining and quarrying sector of the 
Malaysian economy. The Engel Granger econometric 
approach is used here because of its popularity and providing 
better results. The long run and short run associations among 
the three sectors, construction, manufacturing and mining and 
quarrying are measured through VECM.  

 

III. RESEARCH METHODOLOGY 
 
The paradigm of research for this study is purely quantitative. 
An econometric time series analysis used to measure the causal 
link between the variables. VECM is established to estimate 
the long run and short run causality coefficient for the studied 
variables.  This is a four steps process. At first the data 
variable series are tested for unit root and stationary problem. 
If the data series are found stationary, then move to the second 
step, Johansen’s co-integration test is conducted to examine 
the number of co-integration equations in the data set.  If the 
data set qualified the first two conditions, then the third step is 
to estimate VECM equations. Finally Granger causality link 
and their directions are identified. 

A. Data and Sample Size 
The study is based upon quarterly time series data on the 

three major sectors of the Malaysian economy, namely 
construction, manufacturing and mining and quarrying from 
1991Q1 to 2010 Q4. The data of the concerned sector’s output 
in money term (Ringgit million) are obtained from the 
department of Statistics Government of Malaysia. Each data 
series is converted into natural logarithm form to control the 
variance and maintain the uniformity in the data. 
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B. Model Function 
The following VECM model functions are developed on the 

bases of the endogenous output growth model. 
 
lcons = f (lcons, lmanf, lminq) 
lmanf = f (lcons, lmanf, lminq) 
lminq = f (lcons, lmanf, lminq) 
Where; 
lcons = log of construction output series 
lmanf = log of manufacturing sector output series 
lminq = log of mining and quarrying output series 

C. Unit Root Test 
The major problem in time series is unit root and 

stationarity. Most of the time series has this fundamental 
problem that leads to spurious regression. To avoid this 
situation and make the variable stationary, the traditional way 
is to take the first difference of the series. 

The augmented Dickey Fuller (ADF) and Philip Peron (PP) 
tests are used here to examine unit root and stationarity 
problem with the series. The ADF test for each variable series 
(construction, manufacturing and mining and quarrying) is 
conducted on the basis of Equations 1- 3 with the null 
hypothesis that the series has a unit root problem ( ). 
The estimated t-statistic compared with the value suggested by 
MacKinnon for rejecting the null hypothesis. The estimated 
value must be equal or greater than the MacKinnon values at 
the 5% level of significance for rejecting the null hypothesis 
(H0). 

 

(1) 

                                                                                               (2) 

                                                                                               (3) 
 

D. Co-integration Test 
The co-integration test is normally conducted after knowing 

the order of integration in the data series. The order of 
integration of data variable series is determined by the number 
of time series have to be differences for converting it into 
stationary series. If a series differenced one time to become 
stationary, it is known to be integrated order one I(1).  

The stationary linear combination between the variables 
may be defined as a long run equilibrium association between 
the variables and called the co-integrating equation [12]. If the 
two or more variables are non-stationary but a linear 
arrangement between them is stationary, then the variable 
series are to be known as co-integrated. 

The Johansen co-integration rank tests, Trace test and 
maximum Eigenvalue test are used here in order to determine 
the number of co-integrating equations between the concerned 

variables. Equation (4) is used to Trace test with the null 
hypothesis that there is at most “ r ” co-integrating vectors. 
Equation (5) is used for maximum eigenvalue test with the null 
hypothesis that the number of co-integrating vector is “ r ” 
against the alternative hypothesis the number of vectors is 
“r+1” [13] . 

 

                           (4) 

             (5) 

Where  
 : Estimated characteristics root and  

T: number of observation used. 

E. Generalized ECM 
In order to estimate the long run and short association 

between the concerned variables the VECM is developed. The 
generalized mathematical formulation of the model is 
described in Equation (6)  

 

            (6) 

Where 
 : A column vector having current values of all endogenous 

variables in the model. 
Dt : Matrix of deterministic variables 

 : Vector of error terms 
,  ,  : Parameters 

IV. RESEARCH HYPOTHESIS 
The six nulls and alternate hypotheses are established in order 
to examine the causal relationship between the studied sectors 
of the Malaysian economy. 
 

Table 1  
Research Hypotheses 

Null Hypotheses Alternate Hypotheses 
lcons does not cause lmanf lcons cause to lmanf 
lmanf does not cause lcons lmanf cause to lcons 
lcons does not cause lminq lcons cause to lminq 
lminq does not cause lcons lminq  cause to lcons 
lmanf does not cause lminq lmanf cause to lminq 
Lminq does not cause lmanf lminq cause to lmanf 

V. RESULTS AND DISCUSSION ANALYSIS 

A. Unit Root Test Result 
The two popular tests ADF and PP are conducted to examine 
the unit root and stationary problem with the variable data 
series. These tests are made for each variable data series by 
regressing Equations 1-3 with the assumption of intercept 
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without a trend. The null hypothesis of this test is a data 
variable series has a unit root problem. Both ADF and PP test 
results are presented in Table 2, Shows that all variables data 
series lcons, lmanf and lminq have a unit root problem at level 
because the null hypothesis was not rejected at the 5% 
significance level. However, at first difference all data series 
converted into stationary series and the null hypothesis was 
statistically rejected at the 5% level of significance. This 
implies that the unit root problem is removed from series after 
first differencing of the series and it becomes stationary series. 
The result also suggests that all the variable series are 
integrated order one I(1). This indicates that there is a chance 
of long run equilibrium association between the variables, 
which can be tested through co-integration examination. 

Table 2. 
Unit Root Test Result 

Variables Lag order DF Test 
(intercept 
without 
trend) 

ADF Test 
(intercept 
without 
trend) 

PP Test 
(intercept 
without 
trend) 

Level 1st Diff. 1st Diff. 
lcons 4 -2.7720 -2.9444* -9.8985* 
lmanf 4 -2.1610 -4.7084* -8.3446* 
lminq 4 -2.3621 -3.5707* -9.1594* 

Mackinnon critical value for rejection null hypothesis at  5%, level of 
significance intercept without trend is 2.9012. (* denotes rejection of null 
hypothesis at 5% significance level) 

B. Co-integration Test Result 
The Johansen co-integration rank (Trace value and 

maximum eigenvalue) tests are conducted to know the number 
of co-integrating equation in the data set. The test results are 
displayed in Table 3. Both Trace statistics and maximum 
eigenvalue statistics suggest one co-integration equation exists 
in the data set at the 5% significance level. 

Table 3 
Trace and Max. Eigenvalue test 

Hyp. No of 
CE(s) 

Trace  
statistics 

5% 
critical 
value 

Max. 
Eigen 
statistics 

5% 
critical 
value 

None* 39.1620* 29.7970 25.3848* 21.1316 
At most 1 13.7772 15.4947 9.6348 14.2646 
At most 2* 4.1425* 3.8415 4.1425* 3.8414 

*denotes rejection of null hypothesis at 5% significance level  

The existence of co-integration in a data set confirms the unit 
root test result, which has already suggested that the data series 
are non-stationary at level and integrated order one I(1). 

Table 4 depicts the normalized co-integrating coefficient 
and standard error in parentheses by which normalized co-
integrating equation can easily develop. 
 
 
 

Table 4 
Normalized Co-integrating Coefficient 

c lcons lmanf lminq 
12.4698 1.0000 -0.5927 (0.1808) -2.9113 (0.5313) 

 
              (7) 

 
Since the unit root test has already confirmed the variables 

are non-stationary at a level and achieved stationarity after one 
differencing and now the rank tests confirmed the existence of 
co-integration therefore resulting model will be VECM. The 
three variables (lcons, lmanf and lminq) are under 
consideration; therefore three VECM equations are developed 
(Equations 8-10) at optimal lag length 4.  

 

C. VECM for Construction Sector  
A system VECM equation for the construction sector is 

developed with a view that construction is a function of 
manufacturing and mining and quarrying. The Equation (8) 
expresses the long run as well as short run associations 
between construction and other two concerned sectors 
manufacturing and mining and quarrying. It consists of two 
parts co-integration and short run association. Co-integration 
part represents to long run association between the variables. 
The first term C(1) represents to speed of adjustment. It should 
be negative and significant for correctness of the model. 

 
D(lcons) = C(1)* (lcons(-1) + 0.5927*lmanf(-1) – 
2.9114*lminq(-1) + 12.4698) + C(2)*D(lcons(-1)) + 
C(3)*D(lcons(-2)) + C(4)*D(lcons(-3)) + C(5)*D(lcons(-4)) + 
C(6)*D(lmanf(-1)) + C(7)*D(lmanf(-2)) + C(8)*D(lamnf(-3))  
+ C(9)*D(lmanf(-4)) + C(10)*D(lminq(-1)) + 
C(11)*D(lminq(-2)) + C(12)*D(lminq(-3)) + C(13)*D(lminq(-
4)) + C(14)                                                                       (8) 

Where C(1) is long run adjustment coefficient. C(2) to C(13) 
are short run causality coefficients of respective variables and 
C(14) is a constant term. The values of all coefficients and 
their probabilities are presented in Table 5. 
 

Table 5  
Coefficient and Probability values 

 coefficient Std.Error t - Stat. Probability 
C(1)* -0.081284 0.037892 -2.145139 0.0359 
C(2)* 0.305602 0.152465 2.004407 0.0495 
C(3)* 0.408846 0.128464 3.182583 0.0023 
C(4)* -0.223157 0.131742 -1.693889 0.0954 
C(5)* 0.462558 0.135727 3.407992 0.0012 
C(6) -0.100048 0.126905 -0.788374 0.4335 
C(7) -0.149574 0.131046 -1.141392 0.2582 
C(8) 0.120316 0.127928 0.940493 0.3507 
C(9) 0.017547 0.131327 0.133616 0.8941 

C(10)* -0.376710 0.158022 -2.383910 0.0203 
C(11) 0.196542 0.160649 1.223426 0.2259 
C(12) 0.163569 0.146864 1.113747 0.2698 
C(13)* -0.467422 0.149750 -3.121349 0.0028 
C(14) 0.004409 0.005621 0.784495 0.4358 

  *denotes significant coefficient at 5% level of significance 
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D. VECM for Manufacturing Sector  
The Equation (9) is a vector error correction system 

equation for manufacturing sector in which manufacturing 
sector considered as a dependent variable while construction 
and mining and quarrying are independent variables. First term 
C(15) shows the speed of adjustment of the manufacturing 
sector in the long run and C(16) to C(27) are short run 
causality coefficient of respective independent variables 
construction and mining and quarrying while C(28) is a 
constant term. The estimated coefficient values and their 
probability are available in Table 6. 
 
D(lmanf) = C(15)*(lcons(-1) + 0.5927*lmanf(-1) – 
2.9114*lminq(-1)  + 12.4698 + C(16)*D(lcons(-1)) + 
C(17)*D(lcons(-2)) + C(18)*D(lcons(-3)) + C(19)*D(lcons(-
4)) + C(20)*D(lmanf(-1)) + C(21)*D(lmanf(-2)) + 
C(22)*D(lmanf(-3)) + C(23)*D(lmanf(-4)) + C(24)*D(lminq(-
1)) + C(25)*D(lminq(-2)) + C(26)*D(lminq(-3)) + 
C(27)*D(lminq(-4))+C(28)                                                  (9)                                                                       

 
Table 6 

Coefficient and Probability Values 
 coefficient Std.Error t - Stat. Probab. 
C(15)* -0.136638 0.038495 -3.549489 0.0007 
C(16)* 0.585337 0.154891 3.779035 0.0004 
C(17) 0.110971 0.130507 0.850309 0.3985 
C(18) -0.136018 0.133838 -1.016284 0.3135 
C(19) 0.236040 0.137887 1.711842 0.0920 
C(20) 0.018216 0.128923 0.141297 0.8881 
C(21) -0.013417 0.133130 -0.100777 0.9201 
C(22) -0.051675 0.129964 -0.397609 0.6923 
C(23) 0.082780 0.133417 0.620464 0.5373 
C(24) -0.233713 0.160536 -1.455831 0.1506 
C(25) 0.264770 0.163205 1.622320 0.1099 
C(26) -0.047716 0.149200 -0.319810 0.7502 
C(27)* -0.602748 0.152132 -3.962000 0.0002 
C(28) 0.010408 0.005710 1.822814 0.0732 

*denotes significant coefficient at 5% level of significance 
 

E. VECM for Mining and Quarrying Sector  
The third system equation (Equation - 10) is for mining and 

quarrying sector, which is the function of construction and 
manufacturing sector.  It also consists of co-integration part 
and short run causality. The term C(29) is long run adjustment 
term and C(30) to C(41) are short run causality coefficients. 
C(42) is a constant term. The estimated values of all 
coefficients C(29) to  C(42)  and their respective probabilities 
are displayed in Table 7. 
 
 
D(lminq) = C(29)*(lcons(-1) + 0.5927*lmanf(-1) – 
2.9114*lminq (-1) + C(30)*D(lcons(-1)) + C(31)*D(lcons(-2)) 
+ C(32)*D(lcons(-3)) + C(33)*D(lcons(-4)) + 
C(34)*D(lmanf(-1)) + C(35)*D(lmanf (-2)) + C(36)*D(lmanf(-
3)) + C(37)*D(lmanf(-4)) + C(38)*D(lminq(-1)) + 
C(39)*D(lminq(-2)) + C(40)*D(lminq(-3)) + C(41)*D(lminq(-
4)) + C(42)                                                                         (10) 

 
 

Table 7 
Coefficients and Probability Values 

 coefficient Std.Error t - Stat. Probab. 
C(29)* -0.106103 0.030689 3.457381 0.0010 
C(30)* -0.081988 0.123480 -0.663972 0.5092 
C(31) 0.135579 0.104042 1.303123 0.1974 
C(32) -0.063259 0.106697 -0.592880 0.5555 
C(33)* -0.247831 0.109925 -2.254551 0.0278 
C(34) 0.089794 0.102779 0.873656 0.3857 
C(35) -0.071372 0.106133 -0.672481 0.5038 
C(36) 0.067957 0.103608 0.655903 0.5144 
C(37) -0.002898 0.106361 -0.027248 0.9784 
C(38) 0.076341 0.127981 0.596502 0.5530 
C(39) 0.117103 0.130109 0.900043 0.3716 
C(40)* 0.298414 0.118944 2.508860 0.0148 
C(41)* 0.391353 0.121281 3.226816 0.0020 
C(42) 0.000862 0.004552 0.189393 0.8504 

*denotes significant coefficient at 5% level of significance 
 

F. Pair Wise Combine Causality analysis 
The combined short run causality analysis is conducted by 

testing the Wald Statistics for the respective restrictions. Table 
8 depicts the causality linkage results for construction, 
manufacturing and mining and quarrying sector under Vector 
Auto Regression (VAR). The three null hypotheses are 
rejected on the bases of Chi square and p-value of Wald test. 
The criterion for rejection of the null hypothesis is a P-value 
should be less than the level of significance i.e. 5%. 

 
Table 8 

Result of Causality Test in VECM Construction 
Null hypothesis Restrictions P-Value 
lmanf does not cause lcons C(6)=C(7)= 

C(8)=C(9)=0 
0.5703 

lminq does not cause 
lcons* 

C(10)=C(11)= 
C(12)=C(13)=0 

0.0001* 

lcons does not cause 
lmanf* 

C(16)=C(17)= 
C(18)+C(19)=0 

0.0056* 

lminq does not cause 
lmanf* 

C(24)=C(25)= 
C(26)=C(27)=0 

0.0001* 

lcons does not cause lminq C(30)=C(31)= 
C(32)=C(33)=0 

0.2049 

lmanf does not cause lminq C(34)=C(35)= 
C(36)=C(37)=0 

0.8347 

 *denotes the rejection of hypothesis at 5% significance level  

The causality analysis identifies the direction of linkage 
among the concerned sectors. Figure 1 shows that there is a 
uni-directional causality between construction and 
manufacturing and the direction of link from construction to 
manufacturing. Similarly the linkage between construction and 
mining and quarrying is also uni-directional towards 
construction. The link between manufacturing and mining and 
quarrying is also uni-directional and the direction is mining 
and quarrying to manufacturing. However, none of the sector 
has causality direction towards to mining and quarrying, 
neither from construction nor from the manufacturing sector. 
This implies that the mining and quarrying sector of Malaysia 
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has forward linkage with construction and manufacturing 
sectors. Since the output of mining and quarrying consumed by 
the construction and manufacturing sectors as an intermediate 
goods (inputs) for their production such as ferrous and 
nonferrous metals, limestone, and granite. In contrast of this no 
directional causality from manufacturing either for 
construction or to mining and quarrying sector. This implies 
that the manufacturing sector output has not significant 
influence over construction and mining and quarrying as well. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 1 Causality Link 
 
 

G. Strength of the Estimated Model Equations 
The three parameters, R-Square, Durbin Watson value (D.W) 
and F-Statistics normally examine to test the strength, 
efficiency and correctness of the model. The explanatory 
power of the independent variable is shown by the value of R2. 
The high value of R2 may be concluded that the model is good 
and fit for an estimate. But the large value of R2 does not 
directly imply that the model is accurate and efficient for 
estimation. The R2 must be less than D.W for accurate model. 
The value of Durbin Watson should be in an appropriate 
range. The thumb rule is around 2 neither too little nor too 
high from 2. Both situations indicate there is an auto-
correlation in the model. Third important factor is an F- 
statistic which should be significant. It indicates that all 
explanatory variables jointly influence the dependent variable. 
The estimated values of above discussed parameter for 
developed model equations are displayed in Table 9. 
 

Table 9 
Estimated model Equations Results 

Parameters Equation (8) Equation (9) Equation (10) 
R-Square 0.6655 0.5546 0.5192 
D.W 1.9384 1.9704 2.0338 
F- Statistics 9.3350 5.8450 5.0687 
Probability 0.0000 0.0000 0.0000 
 
The estimated values of R2 suggest that the VECM Equation 8 
has good explanatory power while the Equation 9 and 
Equation 10 have moderate strength to explained respective 

dependent variables. The all estimated model equations are 
technically correct, since the R2 is less than D.W and value of 
D.W is closed to 2. The F- statistics are also significant for all 
model equations. Therefore the estimated model equations 8, 9 
and 10 have not any technical problem.   

 The two more conditions for good unbiased, non-spurious 
model are: 
1) Residual of the model should be serially uncorrelated 
2) Hetroskedasticity should not be exist in the residual 

H. Residual Serial Correlation Tests  
Breusch-Godfrey Serial Correlation LM Test is used to 
examine the residual serial correlation with the null hypothesis 
that there is no serial correlation in the residual series. Results 
of the test are presented in Table 10.  There is no significant 
statistical evidence to reject the null hypothesis on the bases of 
Chi- Square probability. The probability of Chi-Square is 
greater than the 5% significance level in each model (Equation 
8-10). 
 

Table 10 
Serial Correlation LM Test Result 

Null Hypotheses Probability Chi-Square 
Eqn. (8) Eqn. (9) Eqn. (10) 

No serial correlation 
in the residual  

0.0743 0.6460 0.8286 

 *denotes the rejection of hypothesis at 5% significance level 
 

I. Hetroskedasticity Test  
The result of hetroskedasticity through ARCH is presented in 
Table 11. The null hypothesis, there is no hetroskedasticity in 
the residual series tested and found that the null hypothesis 
cannot be rejected in any estimated equation (Equation 8-10). 
This implies that the residual for each estimated equation is 
homoscedastic.   
 

Table11 
 Hetroskedasticity Test Results 

Null Hypotheses Probability Chi-Square 
Eqn. (8) Eqn. (9) Eqn. (10) 

No hetroskedasticity 
in the residual  

0.8205 0.6518 0.7539 

 *denotes the rejection of hypothesis at 5% significance level 
 

VI. CONCLUSION 
The primary objective of this study was to explore the linkages 
among the construction, manufacturing and mining and 
quarrying sectors of Malaysia and to estimate VECM 
equations to determine the long run and short run association 
among the sectors. There can be no reservation about the 
socio-economic significance of the three sectors for their role 
and contribution towards achievement of the national 
development goals such as poverty reduction, reducing 
unemployment and reducing the inequality in the Malaysian 
society.  

Construction 

 
Manufacturing 

Mining & 
Quarrying 
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The linkages among the construction, manufacturing and 
mining and quarrying sectors investigated through Granger 
causality under restricted VAR, which suggests that the 
construction has uni directional backward linkages with 
mining and quarrying and manufacturing sector as well. In 
contrast the mining and quarrying has only forward linkages 
with construction and manufacturing sectors. However the no 
causal direction from manufacturing sector either for 
construction or to mining and quarrying..   

The VECM results suggest that studied sectors have long 
run association .The speed of long run equilibrium adjustment 
for construction , manufacturing and mining and quarrying  is 
8% , 14% and 11% respectively. 

The residuals of estimated model equations are white noise, 
free from serial correlation and hetroskedasticity. The results 
of the study are important, informative and useful for 
Malaysian Government, policy makers and the interested 
parties of the concerned sectors to develop future strategy for 
the growth of the concerned sectors and socio-economic 
development in Malaysia as well.  
 

ACKNOWLEDGMENT 
This study was conducted with the valuable support of 

Department of Civil Engineering, Universiti Technologi 
PETRONAS (UTP). The author would like to specially thank 
UTP for providing research facilities and environment for 
conducting the study. 

REFERENCES   
 
[1] P. Vijian, "The Malaysian economy: Here’s to the 

next 50 golden years," in Free Malaysias Today ed. 
Malaysia, 2013. 

[2] R. Bynoe, "Construction Sector Linkages In 
Barbodas," in Presented at the Annual Review 
Seminar Research Department Central Bank of 
Barbados, Barbados, 2009. 

[3] M. Wild and O. Schwank, "Testing for Linkages in 
Sectoral Development: AnSVAR-Approach to South 
Africa," presented at the Annual Forum 2008 South 
Africa's, 2008. 

[4] A. O. Hirschman, The Strategy of Economic 
Development vol. 10: Yale University Press, 1958 
1958. 

[5] G. Kaur, Bordoloi, S., Rajesh, R. , "An Empirical 
Investigation of the Inter-Sectoral Linkages in India," 
Reserve Bank of India Occasional Papers., vol. 30, 
pp. 29-72, 2009. 

[6] P. Dasgupta and D. Chakraborty, "The Structure of 
the Indian Economy," presented at the 15th 
International Input-Output Conference, Beijing, 
China, P.R, 2005. 

[7] Bon.R, "Direct and Indirect resource utilizationby the 
construction sector: The case of the USA since World 
War II," Habitat International, vol. 12, pp. 49-74, 
1988. 

[8] R. Rameezdeena and T. Ramachandra, "Study of 
Linkages between Construction Sector and Other 
Sectors of the Srilankan Economy," Construction 
Management and Economics vol. Volume 26, Issue 
5, 2008, pp. pages 499-506, 2008. 

[9] R. K. Green, "Follow the leader: how changes in 
residential and non-residential investment predict 
changes in GDP," Real Estate Economics, 25(2), 
253–70, 1997. 

[10] S. C. Lean, "Empirical tests to discern linkages 
between construction and other economic sectors in 
Singapore," Construction Management and 
Economics, vol. 13, pp. 253-262, 2001. 

[11] N. Saka and J. Lowe, "An Assesment of Linkages 
between Construction Sector and Other Sectors of 
Nigerian Economy," in COBRA 2010, Dauphine 
Universite Paris, 2010. 

[12] R. A. Khan, Noor Amila Bt Wan Abdullah Zawawi, 
and M. F. Khamidi, "An Empirical Assessment of 
Linkage between the Construction Sector and 
Economic Growth (GDP) of Malaysia (2000-2010)," 
presented at the ICCOEE-2012 (ESTCON) Kaula 
Lumpur, 2012. 

[13] V. Subramaniam, "Agricultural Intersectoral 
Linkages and their Contribution to Economic 
Development," PhD, College of Agriculture  
University of Kentucky, Lexington, Kentucky, 2010. 

 
 

Recent Advances in Mathematics, Statistics and Economics

ISBN: 978-1-61804-225-5 224



 
 

New Iterative Method of Cauchy problem solving for 
the First Order Differential      Equations 

Kamal younis1, Nykolay Tsapenko2 
1Department of Electrical Engineering, Salahaddin University, Erbil, Iraq 

2Department of Mathematics, Moscow State Mining University 
Email address: 

younis@ieee.org  (k. Younis), nt225@yandex.ru (n. Tsapenko) 
 
 
 
Abstract 
 The method of Cauchy problem   solving by 
successive approximations 

  is proposed. The 
theorem of given iterative process convergence is proved and 
estimations of its rapidity  are received. 
Application of the method in solving Riccati’s general equation is 
considered. 
 
Keywords: Iterative process, Cauchy problem, Riccati’s equation  
  
    Inquiring rational methods of construction of Cauchy problem 
solving for ordinary first order differential equation is an important 
and enduring problem in the theory of differential equations. The 
most general method of integration i.e. Picar’s successive 
approximation method demonstrate the existence and uniqueness of a 
solution and enables basically for seeking such a solution. However, 
its practical significance is considerably below the theoretical one. 
This fact is explained by relatively low rapidity of the convergence 
method for many equations. Meanwhile there is approximate 
integration method devised (conceived) by academician S.A 
Chaplygin in 1919 which converged with unusual rapidity, but 
unfortunately it hadn’t the same degree of universality as Picar’s 
successive approximation method. The reason of aforementioned 
condition is in the limitations emerging from the necessity to 
construct a solution on the basis of differential inequality 
characteristics and to make an assumption about the monotony of 
those operators under consideration.  
The method presented below permits to be unrestricted from above 
mentioned undesirable characteristics of Picar’s and Chaplygin’s 
approaches to integration of Cauchy problem  
Keeping at the same time their main advantages. [1] 

1. The theorem on convergence of the method. 
 
Let in the closed range G:  function  is 
continuous and has continuous derivative , then there will be 
such positive number  not exceeding  , that in interval   
to Cauchy problem solving  

                                                  (1) 
Iterative process converges: 

       (2) 
And this process may be initiated by any continuous and 
differentiable function , so it would satisfy conditions as follows: 

, . 
                    
Proof: 

If iterative process (2) converges uniformly, in this case it apparently 
converges to solution of integral equation 

  
This is simply proved to be equivalent to Cauchy problem (1). So to 
prove the theorem it is enough to confirm the interval existent of 
uniform convergence of the process (2). 
First it is required to observe that from the condition of the theorem 
we have certain positive constants A and B for which in a whole 
range G the following inequalities are valid: 

 
As a result of these conditions the first term of relationship (2) 
produces an inequality 

  
Let’s choose a number  from condition 

  
We’ll receive 

                                              (3) 
 (Obviously if the right part of this relationship is in excess of , in 
this case the condition must be:  ). 
Now as it may be stated that, all successive approximations 

  In interval  are continuous, 
differentiable and limited on absolute value by one and the same 
number  . Now we will demonstrate that, in this interval they 
converge uniformly.  
Postulating generally that,  we will bring the question 
of convergence of successive approximations to the question of 
convergence of series 

                            (4) 
To estimate the magnitude of its terms let us express  in terms of 

and the iterative process (2) in differential form is as follows:  
  

From those conditions we’ll receive relationships for the functions  
as follows: 

  
  

= . 
Let us denote 

.          (5) 
Hence, 

                    (6) 

             (7) 
  In accordance with the conditions of the theorem, all the integrand 
functions in these equations in interval  are uniformly 
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limited on absolute value. Moreover  when . 
Then establishing an order of infinitesimal value of  is 
necessary to make some additional assumption regarding the function 

the essence of the assumption will be described below and 
now we consider that, for all the numbers  and 

 there is positively determined continuous function 
 implementing the condition  

                .  
On the basic of (6), (7) we write down the recurrent inequalities  

 ,       (8) 

 .                         (9) 
This results in estimations: 

                                           (10) 
Thanks to these estimations the question of series (4) uniform 
convergence in the interval 
  Is solved positively and the statement of the theorem is 
proved.  
An estimation of aapproximation deviation value  from 
exact solution   : 

 (11)       
However, the formulation of the theorem and the proof expressed 
above do not give clear arguments in support of Cauchy problem 
solving by successive approximations (2) in comparison with the 
traditional process of Picar. The main advantage is in rapidity of 
process (2) convergence, the rate of which is not described fully by 
the estimation (10). Now we’ll estimate absolute values of differences 

 in detail. 
In addition to the condition of the theorem we’ll make one of the 
following assumptions:  

(a) If  is real-valued function of real variables, in this 
case in range  has limited second 
–order derivative . 

(b) if function  is complex valued function in this case 
let it be analytical in range  on argument  .then 
considering that for  it is correct that, 

,   
In both cases functions  determined by equalities (5) in 
interval  are estimated as follows: 
              

    Replacing  by  in the inequality (9) results the inequality 

  
Proceeding successively from one index to another we confirm that 
the following estimations are correct: 

                        (12) 
Where  is received recurrently from relationships 

 , 
It is not difficult to reveal that the sequence  is increasing 
monotonic and inclined towards finite limit. Hence, rewriting the 
inequality once again in reinforced form we obtain:  

  
Consequently, the deviation value (11) would be displayed as follows: 

               (13) 

There obviously accepted that   
Let us note that with an aid of most rough approximation , the 
function  could be estimated as follows: 

  So (13) results in an estimation 

                       (14) 
This may be helpful for many practical calculations. 
It remains for us to mention that the series in (13) and (14) have in 
comparatively more rapid convergence than the series in (11), which 
has Picar’s process convergence rapidity. 
Now we would consider the results of above described method in 
relation to the Riccati’s general equation. [3] 

1. Application of the method in relation to the Riccati’s equation. 
Let in the Reccati’s equation                     
                                           (15) 
Function  is determined and continuous in the interval 

 . We’ll construct successive approximations which converges 
to particular solution with initial condition 
 . Substituting 

 ,  which for function  sets Cauchy problem 
 ,  

For the right hand side of the equation  
,  

And calculating 
,    , 

  
Considering that, 

  
We may write down 

,  
, 

 . 
In accordance with formula (3) we obtain the value of the interval of 
iteration process (2) convergence: 

  

Making an assumption that   we obtain   
Next we determine the relationship between numbers  and  when 
the interval of convergence has the greatest length. Assuming 
that , then 

 , 

 . 

The condition  leads to transcendental equation  

 , 
Root of which is the number  
(  ). 
Accordingly we calculate the optimal value  

                                                           (16) 
That we would take into the consideration when executing further 
calculations.  
The estimation of the function  in accordance with the constant 
approximation  gives: 

 
                                                            (17) 

Substituting (16), (17) into the inequality (14) we obtain: 
                            (18) 

Where  
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The number  diminishes very rapidly. Their values for the first five 
indexes are demonstrated in the table below: 
n 0 1 2 3 4 

 1,186716 0,186716 5,916x10-3 6x10-6 7x10-12 

 
Function  for Riccati’s equation has the following shape: 

  

=                     (19) 
The inequality (18) in a particular case can be refers to separately 
because it makes possible to estimate in the interval  a 
deviation from accurate solution, of any approximate solution of 
Riccati’s equation an obligatory term of an iterative consequence (2). 

                      (20) 
Thus, the equation of estimating accuracy of some approximate 
Riccati’s equation solving  as a matter of fact produces an 
estimation or calculation of corresponding integral (19). 
For approximate solution presented in [3], it is possible to estimate 
the integral (19) obviously if the factor  is considered as a real, 
positive, monotonic and the initial point  is established in such 
a manner that . 
Under these conditions, let’s make proper manipulations. 
 
    The estimation of approximation of the firs type. 
 
Let  to be determined equality  

  
Whence 

   

 

In this case the value  permits dual estimation: 

  

Accordingly, we obtain the dual estimation for : 

   

     
The estimation of the approximations of  second type. 
 
Let  to be determined by equality 
 

  
Whence 

 

  
For value  we have dual estimation 
 

 

This results in a dual estimation for function  

  

With regard to (16) and considering that  
 , we have: 

 

  

   Estimation of approximation of the third type. 
 
Let  to be determined by equality 
 

  
Whence 

  

  
The value  is estimated as follows: 
 

  

Accordingly we obtain the estimation of the function : 
 

  

 
 
 
 
 
Conclusion 
 
In this paper we suggest a new iterative process (2), which converges 
to solution of Cauchy problem (1). The theorem about convergence of 
this process in interval , where h is given by formula (3), 
is proved. The value of the new method consists of its exceptional 
strong convergence, which is determined by inequality (14). The 
effectiveness of the method is illustrated in solving the general 
Riccati’s equation.   
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Abstract—The aim of this study is to illustrate of the influence of 

the thermal relaxation time according the Lord-Shulman model and 

the initial stress on the reflection of plane waves in an elastic 

transversely isotropic thermo-piezoelectric half-space. The governing 

equation and suitable boundary conditions of a transversely isotropic 

thermo-piezoelectric medium are solved to obtain reflection 

coefficients when incident waves are falling at the interface between 

vacuum and half-space. The effects of thermal relaxation time and 

the initial stress are calculated numerically and shown graphically on 

these coefficients 

Keywords—Reflection coefficients; Thermo-piezoelectricity; 
Thermal relaxation time; Lord-Shulman model; Cadmium Selenide; 
Hexagonal crystals. 
 
Nomenclature 

is the electric field, 
and  are the mechanical displacement, electric potential and 

absolute temperature, 
is the electric displacement, 

are the stress and initial stress tensors, 
is the strain, 
is the thermal elastic coupling tensors 

is the density of the medium, 
is the elastic parameters tensor, 

is the piezoelectric constants, 
is the dielectric moduli, 

is the pyroelectric moduli, 
are thermal relaxation times, 
is the heat conduction tensor, 

is the reference temperature, 
are the specific heat at constant strain, 
is the Kronecker delta 
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I. INTRODUCTION 
iezo-thermoelasticity theories, which admit a finite speed 
for thermal signals, have been receiving a lot of attention 
for the past four decades. The theory of thermo-

piezoelectricity was first proposed by Mindlin[1]. The 
physical laws for the thermo-piezoelectric materials have been 
explored by Nowacki [2]-[4].Chandrasekharaiah[5],[6] has 
generalized Mindlin’s theory of thermo-piezoelectricity to 
account for the finite speed of propagation of thermal 
disturbances. Various authors have worked on wave 
propagation in isotropic thermo-piezoelectricity. For example, 
Sharma and Kumar [7],Sharma and Walia[8],[9], 
Alshaikh[10]. 
The problem of reflection of plane waves at a plane interface 
of piezoelectric and thermoelasticity media has been discussed 
by many authors, Abd-alla and Al-dawy[11] discussed the 
reflection phenomena of SV waves in a generalized 
thermoelastic medium, Sharma  et. al. [12] reflection of 
generalized thermoelastic waves from the boundary of a half-
space.The reflection waves in pyroelectric and Piezoelectric 
Materials investigated by Kuang  and Yuan [13], Alshaikh[14] 
studied the reflection transverse waves in the Green- Lindsay 
theory for kind of smart materials under initial stress and 
relaxation times effect. The effect of the initial stresses on the 
reflection and transmission of plane wave propagation are 
illustrated in many recent contributions such as [15]-[19]. 
In the present contribution, reflection of plane waves under 
initial stress of a hexagonal thermo-piezoelectric solid half-
space is studied. Reflection coefficients of various reflected 
waves are obtained and illustrated numerically for a particular 
model to analyze effects of initial stressand thermal relaxation. 

II. GOVERNING EQUATIONS 
Following Lord and Shulman [20] and Sharma and 

Walia[8], the constitutive relations and hexagonal 
thermopiezoelectric equations under initial stress and 
relaxation time effect for two dimensions motion are given by: 
Equation of motion and Gauss's equation 

(1) 

Heat conduction equation 
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(2) 
The strain-displacement relation and the electric field 
according to the quasi-static approximation have the forms as: 

(3) 

Stress-strain-temperature and electric field relations 
                         (4) 

The relation between the electric displacement, strain, electric 
field, and temperature 

                (5) 

III. SOLUTION OF THE PROBLEM FOR INCIDENT QP-WAVE 

 
Figure 1 

We consider a thermopiezoelectric plane wave 
QPpropagating under initial stress through the medium, which 
we identify as the region  and falling at the plane z = 0, 
with its direction of propagation making an angle  with the 
normal to the surface. Corresponding to incident wave, we get 
the waves in mediumas reflected QP-, QS-, - and - waves. 
The complete geometry of the problem is shown in Figure 1. 
Let the wave motion in this medium be characterized by the 
displacement , the temperature  vector, and the 
electric potential function , all these quantities being 
dependent only on the variables . We assume solution of 
the form (Achenbach [21]): 
( )=  
( )=

 
( )=  
(6) 
where 

,  
 

,  
Also, here are the 
velocity of incident QP, reflected QP, reflected QS wave. 

IV. THE BOUNDARY  CONDITIONS 
The free mechanical boundary conditions  

   (7) 
              (8) 

The electrical condition 
           (9) 

The thermal condition 
  (10) 

Using equations (3-4), and (6) of hexagonal (6 mm) crystals 
into equations (7)-(10), we obtain the following set of 
equations: 

 
 

(11) 

(12) 
(13) 
(14) 

Equations (11-14) must be valid for all values of  tand  x , 
hence 

                                       (15) 

From the above relations, we get 

(16) 

Furthermore, we should now use the equations (6) when z=0 
of the media, i.e., using equations (1-2) which will give us 
additional relations between amplitudes 

(17) 

(18) 

(19) 

where 

 
,   

,          ,           , 

 
,   , 

,  
, , 

, 
 

,  
,  

, 

 
, 

, 
, 

 
Solving equations (17-19), we can determine the reflection 
coefficients as: 

, (20) 
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(21) 
  (22) 

  (23) 
 (24) 

(25) 
Where    

,  
 

 

 
 

 
 

We obtain the amplitude ratios from the equations (20-25). 

V. APPLICATION TO PARTICULAR MODEL 
The reflection coefficients of reflected QP, QS, T and  

waves depend upon angle of incidence, angle of reflection, 
various elastic and thermopiezoelectric parameters, initial 
stress and relaxation times. The effect of these parameters on 
the reflection coefficients may be analyzed for particular 
model of the medium. For the purpose of numerical 
computations, the following physical constants of Cadmium 
Selenide (CdSe) for lower medium are considered [9] 

 
 

 
 

 
 

 
 
 

,  
. 

The variations of phase velocities computed from 
, 

, 
where  ,   

, 
 

Numerical computations are restricted to incident QP wave 
only. For the incidence of QP wave, the reflection coefficients 
of QP, QS and T waves are computed for Lord and Shulman 
(L-S) theory with the angle of incidence after using the above 
physical constants. For L-S theory, the reflection coefficients 
are computed for the range  of angle of 
incidence, and plotted in figures 2-9 which have the following 
observations: 
Figures2,3,4and 5 represent the relation between the 
imaginary part of reflection coefficient oAA /1 , oAA /2 , 

oBB /2 and oCC /2  as function of incident angle oθ for 
various value of relaxation time for (L-S) model. While 

Figures 6,7,8 and 9show the effect of initial stress on the 
imaginary part of reflection coefficient oAA /1 , oAA /2 , 

oBB /2 and oCC /2  as function of incident angle oθ for  (L-
S) model. 
The real parts of those reflection coefficients have not any 
influence by the change of the thermal relaxation time in the 
model of (Lord-Shulman).  While the real parts of those 
reflection coefficients have some affected by the change of the 
initial stress (we did not give the figures and the details for 
these influence due to a shortcut the contribution and the 
details will be given in the coming search).  

Fig. 2 Imaginary part of reflection coefficient as a function ofincidence 
angle for various values of the relaxation times   

Fig. 3 Imaginary part of reflection coefficient as a function of incidence 
angle   for various values of the relaxation times. 
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Fig. 4 Imaginary part of reflection coefficient as a function of 
incidence angle for various values of the relaxation times. 

 
Fig. 5 Imaginary part of reflection coefficient as a function of 

incidence angle for various values of the relaxation times.  

Fig. 6 Imaginary part of reflection coefficient   as a function of 
incidence angle under effect of different values of the initial stress 

 

Fig. 7 Imaginary part of reflection coefficient   as a function of 
incidence angle under effect of different values of the initial stress.  

Fig. 8. Imaginary part of reflection coefficient   as a function of 
incidence angle under effect of different values of the initial stress  

Fig. 9. Imaginary part of reflection coefficient   as a function of 
incidence angle  under effect of different values of the initial stress. 
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VI. CONCLUSION 
Reflection of the plane waves is studied under initial stress 

of hexagonal thermopiezoelectric solid half-space. The 
reflection coefficients which dependon the angle of incidence, 
angle of reflection, various elastic and thermopiezoelectric 
parameters are computed for a particular model. From 
numerical computations, it is noticed that the reflection 
coefficients of various quasi-plane waves are affected 
significantly due to the presence of relaxation time and 
anisotropy in the medium. In particular, the T wave is most 
affected due to the presence of relaxation time and anisotropy. 
However, the reflection coefficients of T wave are much less 
than that of QP at each angle of incidence. 
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Integration of migration flows.
A diffusive theory

M. Fabrizio - Department of Mathematics, University of Bologna

Abstract—The subject of this research is the presentation of
a model for studying the integration of migration flows with
the resident population. The basic element for social cohesion
is the cultural level of the people involved. In this study, we
hypothesize a similarity between diffusion laws of the heat and
culture, represented respectively by equations on the knowledge
and temperature. The integration of migration flows is described
by the use of the Cahn-Hilliard equation.

Key words: Social and economic integration, Thermody-
namics, Phase transitions, Cahn-Hilliard equation.

I. INTRODUCTION

Fig.1 - Symbolic integration pictures

Fig.2 - An impressive picture that well describes migration
issues

The growing role of the problems linked to migration and
integration for the political and economic development of so-
cial systems is becoming very important. Stimulating interest
in the mathematical modeling of migration and integration.

In this framework, the equations which describe the evo-
lution of the culture is represented by diffusion equations on
the knowledge, likewise to the equation that describes the heat
diffusion.

Moreover, we suppose that the social cohesion in the
integration processes is controlled by the cultural level of the
populations [6],[5],[4],[7],[1],[2],[3],[9],[10].

Fig.3 - The flow migration form Texas to US
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In this work we present a summary of the paper [8],
in which it was studied the migration and integration of
different populations by a differential system containing the
Cahn-Hilliard equation. This issue describes the integration or
separation law of two ethnic fluxes, according to a control
factor given by the cultural levels of two populations, whose
evolutions are described by a system of diffusion equations.
Moreover, we assume that the homogenization process occurs
when the mean of two cultural levels exceeds a critical value.

Fig.4 Diffusion process

II. INTEGRATION MODEL

In this section, we study the interaction of two ethnic groups
A1 and A2 with different cultures (traditions, religions, ecc.).
So in a fixed bounded domain Ω ⊂ R2 and time interval
[0, T ], the total mass M1 and M2 of two populations will be
constants. In the following, we denote with ρ1 and ρ2 the local
densities of the two groups, while the specific densities of the
populations A1 and A2 are the same, denoted by ρ. Finally,
the local concentration c ∈ [−1, 1] of the component A1 is
given by c = 2ρ1−ρ

ρ . In this framework, we consider the mean
velocity v of the mixture, defined by

v =
ρ1v1+ρ2v2

ρ
(II.1)

where v1 and v2 are the velocity related with the components
A1 and A2. Thus, the evolution of the mixture will be
represented by the equation of a viscous incompressible fluid

ρv̇ = −∇p+ ρ∇ · (∇c⊗∇c) +∇ · υ(c)∇v + ρb (II.2)

where p is the pressure, υ(c) is the viscosity coefficient
depending on c, the vector b denotes the external body forces.
Moreover, because the density of the mixture is constant., we
have ∇ · v = 0

Fig.5 - The homogenization of the mixture

Fig.6 - Integration process

The behavior of the concentration c will be described by
the Cahn-Hilliard equation

ρċ = ∇ ·M(c)∇µ (II.3)

where M(c) is the mobility such that M(c) ≥ 0, M(−1) =
M(1) = 0. While µ is the supplemented potential defined by

µ(c, ϕ1, ϕ2) = γ∇2c− ϕ0H
′(c)− ϕ1 + ϕ2

2
L′(c) (II.4)

where the potentials H and L are defined by

H(c) =
1

4
(c2 − 1)2 , L(c) =

c2

2
(II.5)

while ϕ1 > 0 and ϕ2 > 0 represent the knowledge levels
of the two components, while ϕ0 is a critical value, which
denotes the integration-separation phase transition, controlled
by the mean value ϕ1+ϕ2

2 . Hence, we obtain by (II.3) and
(II.4) the equation on the concentration c

ρċ = ∇ ·M(c)∇(γ∇2c− ϕ0H
′(c)− ϕ1 + ϕ2

2
L′(c)) (II.6)

Finally, for this problem we consider the boundary conditions

M(c)∇µ · n = 0 , at ∂Ω (II.7)

where n is the unit outward normal. Then, we study the
evolution of the educational level by a diffusion equation.
Thus, we introduce two equations related with the knowledge,
which describe the cultural balance laws of two ethnic groups

ρϕ̇1−
1

2
L̇(c)+

ν

2
∇2v = ∇·δ1∇ϕ1−α(ϕ1−ϕ2)+ρs1 (II.8)

ρϕ̇2−
1

2
L̇(c)+

ν

2
∇2v = ∇·δ2∇ϕ2−α(ϕ2−ϕ1)+ρs2 (II.9)
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where α ≥ 0, s1 and s2 represent the cultural supplies, while
δ1 and δ2 are the cultural conductivity (diffusibility) of the
component A1 and A2. Therefore, the differential system is
given by the equations (II.2), (II.6), (II.8) and (II.9) with the
boundaries conditions (II.7) and

v(x, t)|∂Ω = 0 , ∇c(x, t) · n(x)|∂Ω = 0 ,

(II.10)
∇ϕ1(x, t) · n(x)|∂Ω = 0 , ∇ϕ2(x, t) · n(x)|∂Ω = 0

and the initial conditions

v(x, 0) = v0(x) , c(x, 0) = c0(x) , x ∈ Ω

(II.11)
ϕ1(x, 0) = ϕ10(x) , ϕ2(x, 0) = ϕ20(x) , x ∈ Ω

The evolution of the system is well described by the following
pictures.

Fig.7 - The integration process by Cahn-Hilliard equation
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Abstract—Motion planning is one of the important tasks in 

intelligent control of an autonomous mobile robot. An optimal free 
path without collision is solicited in any design of movement of an 
autonomous mobile robot. The robots are compelling not for reasons 
of mobility but because of their autonomy, and so their ability to 
maintain a sense of position and to navigate without human 
intervention is paramount. To deal with optimal control concept and 
to present a real intelligent task, we propose an optimal control 
motion for autonomous mobile robot.   The objective of optimization 
theory is to determine the control process that will cause a process to 
satisfy the physical constraints and at the same time minimize (or 
maximize) the performance measure (cost). The best response is 
gotten at the end where all boundary elements constraints are 
satisfied. Our discussion here will be restricted to systems which are 
described by ordinary differential equations (in state variable 
model). The theory developed is aimed to solve the problem of 
optimal control. That means that, find an admissible control which 
causes the systems to follow an admissible trajectory that minimize 
the performance. As case study of optimization theory, we have 
practiced the motion planning of an autonomous mobile robot where 
we have studied clearly the main steps of optimal control. This is a 
clarified model of optimal control of moving a robot where the 
elapsed time is the principal performance to be evaluated. 
 

Keywords— Intelligent system, optimal control,  artificial 
intelligence, decision.  

I. INTRODUCTION 
he history of autonomous mobile robotics research has 
largely been a story of closely supervised, isolated 

experiments on platforms which do not last long beyond the 
end of the experiment. There is no universally accepted 
definition of the term robot. Typical definitions encompass 
notion of mobility, programmability, and the use sensory 
feedback in determining subsequent behavior [4,5].  

Autonomous robots which navigate without human               
interventions are required in robotic fields. In order to 
achieve tasks, autonomous robots have to be intelligent and 
should decide their own action. When the autonomous robot 
decides its action, it is necessary to plan optimally depending 
on their tasks. More, it is necessary to plan a collision free 
path minimizing a cost such as time, energy and distance. 
When an autonomous robot moves from a point to a target 
point in its given environment, it is necessary to plan an 
optimal or feasible path avoiding obstacles in its way and 
answer to some criterion of autonomy requirements such as : 
thermal, energy, time,  and safety for example [3,4]. 
 

 

A robotic system is an intelligent mobile machine capable 
of autonomous operations in structured and unstructured 
environment. It must be capable of sensing, thinking and 
acting. The mobile  robot is an appropriate tool for 
investigating optional artificial intelligence problems relating 
to world understanding and taking a suitable action, such as , 
planning missions, avoiding obstacles, and fusing data from 
many sources. 

According to the Robotics Industries Association (RIA): “A 
robot is a reprogrammable multifunctional manipulator 
designed to move material, parts, tools, or specialized devices 
through variable programmed motions for the performance of 
a variety of tasks”. 

This artificial automaton produce the remarkable repetitive 
actions that may be tedious and  hazardous health human 
risks as exposure to unsafe materials like radioactive and high 
pressure in underwater applications.  

The automaton mobile robots are able to react and act in 
structured or unstructured environments as human being. 
These machines are able of taking a suitable decision with 
appropriate best intelligence. Finally, the notion of 
simulating biological organism has a certain instinctive 
reproductive appeal and offers the possibility of satisfying our 
curiosity  as  to  how  come  to  be  as  we  are.  Being  able  to  
interact and communicate with robots in the same way we 
interact with people as long been a goal of Artificial Intellige-
nce AI and robotic researches. However, much of the robotics 
research in the past has emphasized the goal of achieving 
autonomous agents. 

Classical artificial intelligence systems presuppose that all 
knowledge is stored in a central database of logical assertions 
or other symbolic representation and that reasoning consist 
largely of searching and sequentially updating that database. 
While this model has been successful for disembodied 
reasoning system, it is problematic for robots. 

The objective of intelligent mobile robots is to improve 
machine autonomy. This improvement concerns three (03) 
essential aspects. First, robots must perform efficiently some 
tasks like recognition, decision-making, and action which 
constitute the principal obstacle avoidance problems. They 
must also reduce the operator load by using natural language 
and common sense knowledge in order to allow easier 
decision making. Finally, they must operate at a human level 
with adaptation and learning capacities [5,6,7,8]. 
    The navigation of mobile robots in an environment where  
stationary obstacles, and other moving objects, requires the 
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existence of algorithms that are able to solve the path and 
motion planning problem of these robots so that collisions 
are avoided and the feasible path is found. On the other 
hand, a suitable control law has to be designed, in order for 
the mobile robot to execute the desired motion. The problem 
becomes more difficult when the parameters that describe the 
model and/or the workspace of the robot are not exactly 
known. 
    However, the mobile robot is an appropriate tool for 
investigating optional artificial intelligence problems 
relating to world understanding and taking a suitable action, 
such as, planning missions, avoiding obstacle, and finding 
data from many sources. Many traditional working machines 
already used are going through changes to become remotely 
operated or even autonomous. Technology has made this 
feasible by using advanced computer control systems. 
    To detect all possible obstacles, the robot is supposed to 
have vision system (camera). To operate in certain dynamic 
environments, the use of two or more sensors can guarantee 
to deliver acceptably accurate information all of the time. 
Thus the redundancy can be useful for autonomous systems 
as in the human sensory system 
    When an autonomous robot moves from a source point to 
a target point in its given environment it is necessary to plan 
an optimal or feasible path avoiding obstruction in its way 
and answering to autonomy requirements such as: thermal, 
energy, Communication Management, Mechanical design, 
etc. 

The theory and practice of Intelligent Autonomous Robots 
IAR are currently among the most intensively studied and 
promising areas in computer science and engineering which 
will certainly play a primary goal role in future. These 
theories and applications provide a source linking all fields in 
which intelligent control plays a dominant role. 
Technology has made this feasible by using advanced 
computer control systems. Also, the automotive industry has 
put much effort in developing perception and control systems 
to make the vehicle safer and easier to operate.  
To perform all tasks in different environments, the vehicle 
must be characterized by more sever limits regarding mass 
volume, power consumption, autonomous reactions 
capabilities and design complexity.  

Particularly, for planetary operations sever constraints arise 
from available energy and data transmission capacities, e.g., 
the vehicles are usually designed as autonomous units with: 
data transfer via radio modems to rely stations ( satellite in 
orbit or fixed surface stations) and power from solar arrays, 
batteries or radio-isotope thermo electric generators (for 
larger vehicles).  
   Classical control design is generally a trial- and -error 
process  in  which  various  methods  of  analysis  are  used  
iteratively to determine the design parameters of an 
“acceptable” system. Acceptable system performance is 
generally defined in terms of time and frequency domain 
such  as  time  arise,  gain  and  phase  margin,  peak  overshoot  
and bandwidth. 

Radically difference performance criteria must be satisfied, 
however by complex, multiple-input, multiple outputs 
systems required to meet the demand s of modern 
technology. For example the design of a spacecraft attitude 
control system that minimizes fuel expenditure is not 
amenable to solution by classical methods. A new and direct 
approach to the synthesis of these complex systems , called 
optimal control theory, has been made feasible by the 
development of the digital computer. 

    This paper deals with the intelligent navigation optimal 
control of autonomous mobile robot in an unknown 
environment. The objective is to determine the control models 
that will cause a process a robot to move reaching the best 
path. 

II. THE OPTIMAL CONTROL PROBLEM 

Optimal control needs three steps to be developed which 
are 

A. Mathematical Model 
It is the model that describes the process to be controlled. 

The mathematical model is considered as a nontrivial part of 
any control problem. it is just the unified framework which it 
has a strong motivation before starting any control design. 
The objective is to obtain the simplest mathematical 
description that adequately predicts the response of the 
physical system to all anticipated inputs.  

B. Physical constraints  
After we have selected a mathematical model, the next 

step is to define the statement of physical constraints on 
the state and control values. The selection focus about 
admissibility concept. Admissibility is an important concept, 
because it reduces the range of values that can be assumed by 
the states and controls. Rather than consider all control 
histories and their trajectories to see which are the best 
(according to some criterion) we investigate those trajectories 
and controls that are admissible.  

C. Performance measure (the cost)  
 
In order to evaluate the performance of a system 
quantitatively; the designer selects a performance measure. 
An “optimal control” is defined as one that minimizes (or 
maximizes) the performance measure. In certain cases the 
problem statement may clearly indicate that to select for a 
performance measure. Whereas in other problems the 
selection is a subjective matter. Generally for any optimal 
control design the performance of a system is evaluated by a 
measure of the form.  

 

t)dtu(t),g(x(t),
tf

t0
+tf)h(x(tf),=J  (1) 
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Where t0 and tf are the initial and final time; h and g are 
scalar functions. tf may be specified or “free” , depending on 
the problem statement . starting from the initial state x(t0)=x0 

and applying a control signal u(t); for t ftt ,
0

, causes a 

system to follow some state trajectory of the system. 
The optimal control problem is to find an admissible 

control U* which causes the system to follow an admissible 
trajectory X*that minimizes or maximizes the performance 
measure [2]. In this context, an optimal control may be non 
unique.  

A non-unique optimal control may complicate 
computational procedures, but they do allow the possibility of 
choosing among several controller configurations. This is 
certainly helpful to the designer, because he can then consider 
other factors, such as cost, size, reliability, etc; which may not 
have been included in the performance measure. 

III. THE PROPOSED OPTIMAL CONTROL MOTION  
Consider a robot shown in figure 1 is to be controlled to 

navigate from initial point position S to the target position T. 
To simplify the model, let us approximate that the shape of 

the robot by a unit point mass, or by a material point in the 
beginning. At the end of conception we will take the size of 
this robot (just to be added to the material point or gravity 
center) . This physical format facilitates a lot of tasks.  The 
distance of this robot from initial position at time t is denoted 
by d(t). The unit point mass can be accelerated, deviated, 
decelerated, or keeping a constant velocity.  

The differential equation is given by: 

b(t) +a(t) =(t)..d

                                    

(2) 
 

Where : 
a(t) the control vector of acceleration . 
b(t) the control vector of deceleration . 
,   are a weighting factors included to permit adjustment of 

the relative importance of the three terms in d(t). 
The states variables are: 

   

)()(
2

)((t)
1

X

.. tdtX

td

                                           

(3) 

 
The control variables are: 

)()(

)()(

2

1

tbtC

tatC
                                                 (4) 

 
We define the physical constraints for the state variables 

as: 

TtX
StX

f )(
)(

1

01                                                   (5) 

 

0)(
0)(

2

02

ftX
tX                                               (6) 

 
Since the robot starts from rest (initial velocity is zero 0) and 
stops when reaching the target T.We can call these 
constraints  by admissible states . A history of state values in 
the interval [t0, tf] is called a state trajectory as it is shown in 
the figure 2 where we present an example of a single valued 
function of time which is denoted by x.   

We assume the following constraints for the control inputs: 

                 0 b(t)  max2- 
max1  a(t) 0              (7) 

 
Where max1 is the maximum of acceleration  
            max2 is the maximum of deceleration 
 
     These constraints are called admissible controls. The 
constraints are also called boundary conditions limit the 
system parameters. 
   This is certainly very useful we investigate only with those 
are admissible to reduce the range values and to satisfy some 
autonomy requirements such as: time, energy, thermal, etc. 
A history of control input values during the interval [t0, tf] is 
called a control history. 
    The autonomy implies that the robot is capable of 
reacting to static obstacles and unpredictable dynamic 
events that may impede the successful execution of a 
task. To achieve this level of robustness, methods need to 
be developed to provide solutions to localization, map 
building, planning and control. 

The robots are compelling not for reasons of mobility but 
because of their autonomy, and so their ability to maintain a 
sense of position and to navigate without human intervention 
is paramount.  

For example, AGV (Autonomous Guided Vehicle) robots 
autonomously deliver parts between various assembly stations 
by following special electrical guide wires using a custom 
sensor. Several autonomy requirements must be satisfied to 
well perform the tasks of autonomous mobile robots. 

After selecting the admissible trajectories (stets) and the 
admissible controls the next step is to evaluate the 
performance of a system quantitatively measure. Selecting of 
performance measure is the subjective matter, this is due if a 
nonunique existence of performance. In such cases the 
designer may be required to try several performance measures 
before selecting one which yields what he considers to be 
optimal performance. 

For each investigated optimal control, we estimate the best 
performance measure. This is when a nonunique optimal 
control exits. Here we are seeking the absolute or global 
minimum of the performance measure of J, not merely local 
minima.   
It may be helpful to visualize the optimization  as shown in 
the  figure3  .  U(1),U(2),U(3) are points at which J has  local  or  
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relative minima u(1) is the point where J has its goal or 
absolute minimum.  

    For our case study: optimal motion planning of an 
autonomous mobile robots we investigate with the following 
performance measure: 

0ttJ f                                           (8) 

This is because the short elapsed time is the main necessity 
to reach the target without collision .we want that our 
autonomous mobile robot reach the target T as quickly as 
possible without damage taking into consideration all 
embedded factors of navigation while answering to the main 
criteria of autonomy requirements.  

Navigation is one of the most challenging competences 
required of a mobile robot. Success in navigation requires 
success at the four building blocks of navigation: perception, 
the robot must interpret its sensors to extract meaningful 
data; localization, the robot must determine its position in the 
environment; cognition, the robot must decide how to act to 
achieve its goals; and motion control(see the figure 4), The 
robot must modulate its motor outputs to achieve the desired 
trajectory.  Of these four components, localization plays the 
role to found the exact local points of the robot. 

The robot has to find a collision-free trajectory between the 
starting configuration and the goal configuration in a static 
environment containing some obstacles. To this end, the robot 
needs the capability to build a map of the environment, which 
is essentially a repetitive process of moving to a new position, 
sensing the environment, updating the map, and planning 
subsequent motion. This is necessary to build the trajectory of 
sub positions “ the feasible optimal trace line towards the 
target without collisions ». 
     When an autonomous robot moves from a source position 
to a target position, it must find a feasible connection 
between the source and the target. In other word: It is 
necessary to plan an optimal or feasible path avoiding 
obstacles in its way and answer to some criterion of 
autonomy requirements such as: thermal, energy, time, and 
safety for example. 
     To operate independently in unknown or partially known 
environments is the basic feature of an autonomous mobile 
robot. The autonomy implies that the robot is capable of 
reacting to static obstacles and unpredictable dynamic events 
that may impede the successful execution of a task. To 
achieve this level of robustness, methods need to be 
developed to provide solutions to localization, map building, 
planning and control. The development of such techniques 
for autonomous robot navigation is one of the major trends 
incurrent robotics research. 
     Configuration space obstacles have high artificial 
potentials that decline gradually with distance from the 
obstacle. At any instance, the robot calculates the derivative 
of the potential function and descends the maximal 
downward gradient in an effort to reach the minimum at the 
goal position. This calculation quickly determines the motion 
to take next. 

For every configuration space, there is an optimal number of 
samples that must be selected to construct a sufficient 
approximation of configuration space connectivity. 

Motion planning will frequently refer to motions of a robot 
in a 2D or 3D world that contains obstacles. The robot could 
model an actual robot, or any other collection of moving 
bodies, such as humans or flexible molecules.  

A motion plan involves determining what motions are 
appropriate for the robot so that it reaches a goal state without 
colliding into obstacles.  When the autonomous robot decides 
its action, it is necessary to plan optimally depending on their 
tasks and on the  environments complexity.  
     To illustrate a complete problem formulation and to deal 
with principle of optimal control, let us now present the 
optimal control and trajectory for the autonomous mobile 
robot shown in the figure 6. We assume that the robot has 
enough fuel available to reach the target T. 

The robot is simulated in different environments. To reflect 
the robot behavior acquired by learning in the explored 
environment and in new unvisited environments. The robot 
reacts in efficient and a satisfactory manner in these 
environments. The configuration of the environments 
changes by adding other shapes of static obstacles, in each 
situation the robot can navigate successfully. The flexible 
proposed approach is able to achieve the main task without 
collisions for every developed or proposed environment. The 
algorithm is implemented in several static environments; 
whereby the environment is studied in a two dimensional 
coordinate system. The algorithm permits the robot to move 
from the initial position to the desired position following an 
optimal estimated trajectory. Taking a suitable action and 
reacting at the appropriate way, the robot finds its safe way 
without collisions in efficient manner. The figure 5 shows one 
example of this training algorithm. 
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Fig. 1 A robot control problem 
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Fig. 5 an optimal example  navigation set-up 
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Fig.3 a representation of the optimization problem 
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Fig.6  the optimal control and trajectory for the 
proposed autonomous mobile robot 
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IV. CONCLUSION  
The theory and practice of  Intelligent Autonomous Systems  
are currently among the most intensively studied and 
promising areas in computer science and engineering which 
will certainly play a primary goal role in future. 
     In this paper, we have presented a model of an optimal 
control optimal control motion for autonomous mobile robot.   
The objective of optimization theory is to determine the 
control process that will cause a process to satisfy the 
physical constraints and at the same time minimize (or 
maximize) the performance measure (cost). The best 
response is gotten at the end where all boundary elements 
constraints are satisfied.. 
     The objective of optimal control theory is to determine the 
control signals that will cause a process to satisfy the 
physical constraints and at the same time minimize or 
maximize some performance measure criterion. 
     The theory developed is aimed to solve the problem of 
optimal control. That means that, find an admissible control 
which causes the systems to follow an admissible trajectory 
that minimize the performance. As case study of 
optimization theory, we have practiced the motion planning 
of an autonomous mobile robot where we have studied 
clearly the main steps of optimal control.  

This is a clarified model of optimal control of moving a 
robot where the elapsed time is the principal performance to 
be evaluated. . This is a clarified model of optimal control of 
moving a robot where the elapsed time is the principal 
performance to be evaluated. This proposed approach has 
made the robot able to achieve these tasks: avoiding obstacles, 
deciding, perception, and recognition and to attend the target 
which are the main factors to be realized of autonomy 
requirements.     Hence; the results are promising for next 
future work of this domain. Besides, the proposed approach 
can deal a wide number of environments. 
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r-times 

  
Abstract—In this paper we find the general product 

induced by the semi special permutation π = (1)(2)(3)(4)(5)(6)(7). 

That is the general products of two finite cyclic groups in which one 

of order 7 and the other is of order m these general products can be 

described in terms of numerical parameters. 
Keywords— semi special permutations, general product 

I. INTRODUCTION 

  If A, B are two subgroups of a group G then we say       
that G is the general product of A, B if and only if: 
(1) G = AB                          
(2) A, B has no elements in common other than the identity i.e. 

{ }A B e= .  

, ,  
y xy x x y xa a mb b n yπ ρ    =   ∈ ∈       ….. (1) 

( ) ,mx x mod n x nπ ≡ ∈                       ….. (2) 

(mod ), [ ]ny y m y mρ ≡ ∈                        ….. (3) 
Where [c] demote to the set of dements {1, 2, 3, …, c} 

Definition: (Semi special permutation) A permutation π on 
[c] is said to be semi special on [c] iff π (c) = c,  

( ) ( )
z

x x z zπ π π= + −  (mod c), y∈[c] is a power 
depending on z of π   
 
Theorem A: 

(i) , [ ]m x x ma b b a x n= ∈                  …….. (4) 

(ii) , [ ]y n n ya b b a y m= ∈              …….. (5) 

 
 

S.F. El-Hadidi math department, faculty of science,  HelwanUniversity , 

Cairo, EgyptEmail: sameh2002@yahoo.com 

. 

 
Theorem B: 

(i) The order of π divides m i.e. if e is the orders of π  
then m is a multiple of  . 

(ii) There exist a number ,( , ) 1
mλ λ =


 thus that  

, moda b ba mλ µλ= ≡ 

 

 ….. (6)  
Where µ  is the g.c.d of all  ν υ−  ; ,ν υ  are 
any numbers of the principal cycle of π  . 

(iii) a b b aµ µ=  . 

We know that π =  (1)(2)(3)(4)(5)(6)(7) is a semi special 
permutation on [7] 
§1- The general product induced byπ     
Theorem 1.1: the defining relation of the general product of G 
corresponding to 
π = (1)(2)(3)(4)(5)(6)(7) is 

= = = =7{ , ; , }m rG a b a b e ab ba   …….. (7.1) 

≡7 1(mod )r m                                       …….. (7.2) 
The converse is also true i.e. for any r satisfying (7.2) then any 
group G generated by a and b satisfying (7.1) is the general 
product of {a}, {b}. 
Proof: 
Assume that the general product of G exist, from the equation 

π ρ= ∈ ∈, [7], [ ]
y xy y x ya b b a x y m , with  y=1 we get  

π ρ= =
1 1, 1,2,3,4,5,6,7

xx xab b a x   put x=1 then 
we have  

1 1ab b aπ ρ=   
let us write 1 rρ =   then  rab ba= ,  

2 ...abrab abb ba b baaa= = =  
                          

 
 

22 2 rab b a=  and so by induction we get                                  

=
77 7 rab b a                                                 ….. (8) 

From theorem A with n = 7, y = 1 

 we have =7 7ab b a                                       …..(9) 
From 8, (9) we get ≡7 1(mod )r m  and so (7.2) follows. 
Also we notice that {a} is of order m and {b} is of order 5 
then 7.1 is the required defining relation of G. 

 

On General Product of Two Finite Cyclic 
Groups one being of order 7 

(Induced by   = (1) (2) (3) (4) (5) (6) (7)) 
S.F. El-Hadidi 

Now if A = {a} is a cyclic group of order m, B = {b} is a 
cyclic group of order n then there exist corresponding to G two 
semi special permutationsπ , ρ  where π  on [n], ρ on [m] 
such that  

Recent Advances in Mathematics, Statistics and Economics

ISBN: 978-1-61804-225-5 242



 

 

The converse is also true to do this let G be a group generated 
by a, b with the defining relation (7.1) and satisfying the 
condition (7.2) and let x = {0, 1, 2, 3, 4, 5,6},  y = {0, 1, 2, …, 
m-1} and let H be the set of all ordered pairs ( , )x y with 

,x X y Y∈ ∈ with binary operation ∗  defined on H as 
follows: 
( , ) ( , ) ( , )x y x y x y′ ′ ′′ ′′∗ =    such that 

x x x′′ ′= + (mod 7) 
xy r y y′′′ ′= +  (mod m) 

Then it is clear that <H,∗  > is a group with e = (0,0) as its 
identity element. Also if (0,1), (1,0)α β= =  

( , )yx x yβ α =  which implies that each element of H can 
be determined uniquely in the form yxβ α  which means 
that H is the general product of { },{ }.α β  since { }α  is 

of order m and { }β  is of order 5 so = 7H m , it  is 

evident to see that m m eα β= =  , rαβ βα=  which 
are corresponding to the defining relation of G and so the 
permutation  π = (1)(2)(3)(4)(5)(6)(7)is induced 
by α  . 
Also H can be considered as a homomorphic image of G, since 

≤ 7G m   and hence the two groups are isomorphic hence 

the theorem is proved. 
Remark: It must be noted that two groups G, L with defining 
relation: 

= = = = ≡7 7{ , ; , , 1(mod )}m rG a b a b e ab ba r m
  

= = = = ≡7 7{ , ; , , 1(mod )}m sL a b a b e ab ba s m
 
Such that r s≡  mod m, then  G L≅  if and only if 

≡ 6(mod )r s m   
Conclusion: 
The general product of two finite cyclic groups one being of 
order 7, which is corresponding to 
π = (1)(2)(3)(4)(5)(6)(7) is obtained by theorem 
1.1 with defining relation (7.1), (7.2). 
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 

Abstract-The energy  analysis is essential for studying chemical 

or biochemical reactions but also for characterizing interactions 

between two protagonists. Molecular Dynamics Simulations are 

well suited to sampling interaction structures but under minimum 

energy. To sample unstable or high energy structures, it is 

necessary to apply a bias-constraint in the simulation, in order to 

maintain the system in a stable energy state. In MD constrained 

simulations of "Umbrella Sampling" type, the phenomenon of 

ligand-receptor dissociation is divided into a series of windows 

(space sampling) in which the simulation time is fixed in advance. 

A step of de-biasing and statistical processing then allows 

accessing to the Potential Force Medium (PMF) of the studied 

process. 

 

In this context, we have developed an algorithm that optimizes 

the DM computation time regarding each reaction coordinate 

(distance between the ligand and the receptor); and thus can 

dynamically adjust the sampling time in each US-Window. The 

data processing consists in studying the convergence of the 

distributions of the coordinate constraint and its performance is 

tested on different ligand-receptor systems. Its originality lies in 

the used processing technique which combines wavelet 

thresholding with statistical-tests decision in relation to 

distribution convergence. 

 

In this paper, we briefly describe a Molecular Dynamic 

Simulation, then by assumption we consider that distribution 

data are series of random-variables vectors obeying to a normal 

probality law.  These vectors are first analyzed by a wavelet 

technique,  thresholded and in a second step, their law 

probability is computed for comparison in terms of convergence.  

 

In this context, we give the result of PMF and computation 

time according to statistic-tests convergence criteria, such as 

Kolmogorov Smirnov, Student tTest, and ANOVA Tests.  We 

also compare these results with those obtained after a 

preprocessing with Gaussian low-pass filtering in order to follow 

the influence of thresholding. Finally, the results are discussed 

and analyzed regarding the contribution of the muli-scale 

processing and the more suited criteria for time optimization. 

 

 

 

 

 
 

Index Keywords: Molecular Dynamic Simulations. Umbrella 

Sampling. Potential Force Medium (PMF). Convergence. Ligand 

– Receptor. Wavelet Thresholding.  Statistical-Tests Decision. 

Normal Probality Law. Kolmogorov Smirnov. Student tTest.  

ANOVA. Gaussian low-pass filtering. 

 

I. INTRODUCTION 

Molecular Dynamics (MD) is a sampling space based on 

iterative numerical integration of the equations of Newton 

motion. Since the time scales accessible to MD simulations 

are several orders of magnitude less than the time of chemical 

reactions, we may introduce a bias to increase the likelihood 

of sampling rare or unlikely events. In fact, when the energy 

barrier between two states to be sampled is less than KT (K: 

Boltzmann constant. T: system temperature in °K), the 

probability can be obtained in simulations at equilibrium. In 

the case of larger barriers, the state of higher energy will not 

be reached and a harmonic potential sampled must be inserted 

in order to obtain the Hamiltonian suitable sampling. The 

addition of this harmonic potential is called Umbrella-

Sampling (U.S.), where the force constant of this potential is 

another parameter at equilibrium (or reaction coordinate at 

equilibrium) . This way provides a sampling that does not 

follow the Boltzmann statistics, but improves sampling in the 

vicinity of a chosen value of reaction coordinate [9][10][14]. 

 

The sampling technique is therefore constrained so as to cut 

the energy path connecting an initial state to a final state of 

the reaction in several windows, as shown in the fig1. . 

 

According to Boltzmann statistics [10][13][17][20][23], 

Potential Strength Medium (PMF) noted F is given by the 

following formula: 

 
                                                                   (1) 

 
 
Where P(ξ) is the probability distribution that represents the 

number of times that the system samples the reaction 

coordinate. The expression of  P(ξ) and hence of the PMF are 

modified in the case of sampling constraint. The WHAM 

(Weigthed Average Histogram Analysis) [9][14] software 
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aims to determine the PMF through the calculation of some 

constants induced by the harmonic constraint. 

 
As indicated in Fig1., two successive harmonic potential 

sampling windows, with a recovery given rate, lead to PMF 

identification up to a constant. The expression of this constant 

is: 

 
                                                                 (2)                            (2) 
 

The WHAM program corrects the value of PMF in each 

window by calculating the constants from (2) through the 

recovery of successive US windows, and thus provides the 

values of PMF (kcal/mol) depending on the reaction 

coordinate. 

II. PROBLEM CONTEXT: 

 

A molecular dynamics simulation [10] consists in several 

steps of calculation: 

 

-Energy minimization processing. 

  

-Thermalization processing in which the protein complex is 

heated up to 300 °K. During this phase  the thermal noise 

increa-ses.  

 

-Equilibration phase processing: the energy of the system 

becomes minimum. 

 

-Production Data phase: data are collected in order to 

compute the PMF.  

 

The Amber software is used to achieve all these steps, and 

to reach among other things, different distributions of 

coordinate reaction (Distance between molecules), expressed 

in Angstroms.  Each distribution is a distance-vector including 

a deterministic and random component. These distribution-

vectors are measured at a given time in a sampling window-

time whose size is set in advance.  The present random 

component in each distribution is due to thermal agitation. 

The random thermal noise explains that noise components due 

to thermal agitation may have all sorts of values from low  

frequencies to very high frequencies. It greatly influences the 

number of iterations of the temporal sampling under a 

constraint  reaction coordinate.         

 

During the production phase, data distributions are 

collected by moving the US window along the spatial axis 

sampling.  Therefore this sampling is directed or forced 

because the system is maintained in an energy potential well. 

Then the distribution distance estimator depends only on the 

distance, so  the directed sampling allows to overcome the 

other freedom degrees.  

 

To obtain efficient estimators of the distance-distribution, 

the US windows must be relatively long (approximately about 

several tens nanoseconds) and this for a large protein complex 

of approximately 5000 atoms. Consequently, our work has 

focused on developing algorithms that use short time windows 

centered around each spatial sampling. Our algorithm 

combines the wavelet and gaussian filtering processing with 

statistical convergence criteria. Our simulations have shown 

that this combination can reduce the cost of computing time. 

III. DATA FORMULATION: 

 

In our study, we consider that during a Dynamic Molecular 

Simulation, each distribution               is obtained as a 

stochastic measure which represents a temporal sample at a 

given distance. In other words, the constrained spatial 

sampling proceeds as follows: for each distance 

            from     to      , we collect each distribution 

              at time         until the convergence of their 

probability distribution, then we increment the distance and 

repeat the process until     . 
 
The objective of our molecular modeling is to obtain 

measurements of the vibrational micro-state of the protein 

complex at a given distance. To do this, we have to 

accumulate a large number of statistical data which represent 

the probability distribution of the micro-states system. This 

statistic depends on the thermodynamics complex. 
 

So, we denote  that each distribution is a random measure 

such that :  
 
                
 
Where     is the determinist component, and   is the noise 

component. 

So, at every spatial sampling step, we collected a series of 

distributions:                           whose limit 

mainly depends on the speed of the probability convergence. 

This series is considered as a set of independent random 

variables, supposed to follow a normal distribution. 

IV.  REMOVING NOISE WITH WAVELET TRANSFORMATION 

A. A brief overview of wavelets 

 
The Continuous Wavelet Transform (CWT) [3][19][23] 

gives a time-frequency representation of signals.  A wavelet 

 

 
 
Fig1.: Schematic overall sampling by Umbrella Sampling technique under a 

harmonic constraint. The left curve shows the energy according to the 

reaction coordinate. The right one shows the probability as a function of the 
same parameter. The red curves having the umbrella-shaped sample 

windows are Umbrella-Sampling. 
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transform is a convolution of a signal X(t) with a set of 

functions which are generated by translations and expansions 

of a main function. The main function is known as the mother 

wavelet and the translated or expanded functions are called 

wavelets. Mathematically, the CWT is given by:  
 

the translated or expanded functions are called wavelets. 

Mathematically, the CWT is given by:  

 

        
 

  
        

   

 
                  (3) 

 

Here b is the time translation parameter and a is the 

expansion parameter of the wavelet. Ψ is the mother wavelet 

which is non-zero only on a certain interval.   

 

The Discrete Wavelet Transform (DWT) is similar to the 

Fourier transform in that a signal is decomposed in terms of a 

basis set of functions. In Fourier transforms the basis set 

involves sines and cosines and the expansion has a single 

parameter. In wavelet transform the expansion has two 

parameters and the functions (wavelets) are generated from a 

single "mother" wavelet [8].  

 

Any signal can be  decomposed as:  

  

                                              (4) 

 

Where the two-parameter coefficients are given by 

  
                                           (5) 
 

And the wavelets     obey the condition 
 

        
 

                               (6) 
 

B. Removing Noise with the DWT 

"De-noising" a signal with the DWT involves three steps 

[1][5][8][15]:  

 

1. Transform the input signal X with the DWT (X is a 

vector whose dimension is equal to N).  

 

2. Force to zero all transform coefficients whose magnitude 

falls below some percentage of the maximum magnitude. This 

is a thresholding operation in which the threshold is 

adaptively computed or not. In our simulation, we used an 

adaptative soft thresholding with a universal threshold  

[1][5][15].  given by: 
 

      
       

 
                                                    (7) 

 

Where σ is the standard deviation of  .  

 

3. Inverse DWT. 

V. PRINCIPLE OF STATISTICAL TESTS  

 

A hypothesis test (or statistical test) is an approach that 

aims to provide a decision rule which, on the basis of sample 

results, leads to make a choice between two statistical 

hypothesis. These two hypothesis are disjoint, in other word 

mutually exclusive.  

Significance level of the test :  

There is a risk, agreed in advance, of wrongly rejecting the 

null hypothesis H0 when it is true, it is called the significance 

level of the test and the corresponding probability is noted α: 

 

                                                (8) 

 

At this level of significance, we affect to the statistic 

sampling distribution a rejection region of the null hypothesis 

(also called the critical region or Critical Probability (Pc)). 

The area of this region is the probability α. For example, 

choosing α = 0.05 means that sampling variable can take in 

5% of cases, a value belonging to the rejection area of  H0. 

The sampling distribution matches to a complementary 

region, called region of acceptance of H0 (or region of non-

rejection) whose probability is equal to 1 - α. 

 

From this point, we use different stochastic tests as 

convergence criteria. These criteria are focused on α as a 

threshold of acceptation or rejection of any convergence 

hypothesis. We set  α error to 0.05 in our simulations.    

 

As we said before, our data are samples (distance 

distributions) coming from the same population, which 

follows a probability law supposed to be normal       .  In 

our simulations we use non-parametric [2][4][6,7][12][16][21] 

and parametric statistic-tests [11][18][22] in order to find the 

best statistic-tests convergence criteria.  

 

The statistical tests are: 

  

- The parametric test of student (tTest), to test the sample 

average convergence, assuming that the variance is known. 

 

- The non-parametric Kolmogorov Smirnov test, another non-

parametric alternative to the tTest for independent samples. 

 

- The Anova non-parametric test, to check if the difference 

between the sample averages can be attributed to random 

sampling or to the fact that the samples are really significantly 

different [18]. 

 

A. Student  Convergence criteria 

 

Convergence of sequences of random variables is an 

important concept in probability theory and statistics, in 

particular the study of stochastic processes.  For example, 

several random variables from the same population converge 

to the same probability. 

  

In this article, we assume that       is a sequence of real 
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random variables, and that all these variables are defined on 

the same probability space. 

 
Let                     be the repartition functions, 

associated with random variables                   .  F 

is the repartition function of the random variable  . In other 

words,       is defined by                 and     by 

              . It is said that      converges to   in 

probability if : 

 

                                                 (9) 
 

The distributions                    are considered as a 

set of independent random variables and are measured at each 

constraint spatial sampling step. In principle they should 

converge at a given time. [Our goal is to reduce the iteration 

numbers and then the cost in time of molecular dynamic 

simulation. 

 

Student's tTest [21] can be used to statistically test the 

hypothesis of equality of random variables average following 

a normal distribution and with unknown variance.  

  

So the bilateral symmetrical confidence interval for the 

mean   can be written as: 

 

                  
     

 

 
           

     
 

 
       (10) 

 

where  

 

tTest  is the fractile of order   
 

 
  of St(n-1) Student Law. 

Most tTest statistics have the form:       
 

 
, where Z and s 

are functions of the data. Typically, Z is designed to be 

sensitive to the alternative hypothesis (its magnitude tends to 

be larger when the alternative hypothesis is true), whereas s is 

a scaling parameter that allows the distribution of tTest to be 

determined. 

 

And  

 

    
 

 
      

 
     is the average estimator 

 

   
 

   
             

     is the unbiased estimator of the 

variance.  

 

B. Kolmogorov-Smirnov (ksTest) criteria  

 

The two-sample ksTest is one of the most useful and 

general nonparametric methods for comparing two samples, 

as it is sensitive to differences in both location and shape of 

the empirical cumulative distribution functions [12][16]. 

 

The Kolmogorov–Smirnov test may also be used to test if 

two underlying one-dimensional probability distributions 

differ. In this case, the Kolmogorov–Smirnov statistic is: 

 

                                        (11) 

 

where      is the supremum of the distances set. If the 

sample comes from a distribution F(x), then    converges to 

0 almost surely. Kolmogorov strengthened this result, by 

effectively providing the rate of this convergence.  

 

       
 

 
       

 
                                   (12) 

 

Where      
 is the indicator function, equal to 1 if      and 

equal to 0 otherwise. 

 

Under null hypothesis, the sample comes from the 

distribution F(x) and      converges to the Kolmogorov 

distribution, which does not depend on F. This result may also 

be known as the Kolmogorov theorem [12].   

 

C. One-way ANOVA test criteria 

 

In statistics, one-way ANalysis Of VAriance (abbreviated 

one-way ANOVA) is a technique used to compare mean-

values of two or more samples. 

 

ANOVA is a collection of statistical models used to 

analyze the differences between group mean-values and their 

associated procedures (such as "variation" among and 

between groups). In ANOVA setting, the observed variance 

in a particular variable is partitioned into components 

attributable to different sources of variation. In its simplest 

form, ANOVA provides a statistical test of whether or not 

the mean-values of several groups are equal, and therefore 

generalizes tTest to more than two groups.  

 

The normal-model based ANOVA analysis assumes the 

independence, normality and homogeneity of the variances of 

the residuals. Significance testing ANOVA is a good 

example for explaining why very many statistical tests 

represent ratios of explained to unexplained variability. Here, 

we base this test on a comparison of the variance due to the 

between-groups variability (called Mean Square Effect, or 

MSeffect) with the within-group variability (called Mean Square 

Error, or Mserror). Under the null hypothesis (that there are no 

mean differences between groups in the population), we 

would still expect some minor random fluctuation in the 

mean-values for the two groups when taking small samples. 

Therefore, under the null hypothesis, the variance estimated 

based on within-group variability should be about the same as 

the variance due to between-groups variability. We can 

compare those two estimates of variance via the F test (see 

also Fisher Distribution), which tests whether the ratio of the 

two variance estimates is significantly greater than 1. When a 

statistical test provides a highly significant ratio, we can 

conclude that the mean-values for the two groups are 

significantly different from each other. 

 

VI.  ALGORITHM ARCHITECTURE:  
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The Proposed algorithm is :  

 

Step_1:  Production by the Program XLeap from Amber of 

the Coordinate Topology Files of the complex system under 

study. 

 

Step_2:  Initializing input parameters (initial and final 

distance coordinates of the complex system.  

 

Step_3:  Calculation calibration process step. 

 

Step_4:  Production step in which molecular dynamic 

simulation provides data-distribution.  Each iteration have to  

take into account the output file "restart " of the previous step 

as a coordinate file (Input CRD File). 

 

Step_5: Data outputs Collection, namely the distribution of 

distance from the file dump. 

 

Step_6: Subband decomposition of collected data and 

thresholding high frequency components. Or preprocessing by 

a gaussian filter of the collected data distribution.  

 

Step_7:  Data Reconstruction after the suppression of the 

micro-states noise. Or collecting the smooth data distribution. 

 

Step_8: Evaluation of the convergence statistic-criteria. If 

the probability distribution doesn’t converge then begin the 

process since step_4. If not the program goes on. 

 

Step_9:  Recording of production results and incrementing 

of the US step. 

  

Step_10:  If the final distance is not reached, then loop 

from step_3, if not, stop the process. 

 

VII. SIMULATIONS AND RESULTS:  

 

Our simulations have been made on two systems: 

 

-System_1: a mixture of one molecule of NaCl (saline) and 

water in a box of 12 Angstroms long.  

 

-System_2: Deca-Alanine, a peptide consisting of ten 

residues of alanine with an alpha helix form, in vacuum. 

 

Distance distributions are considered by assuming 

independent random variables following a normal law 

probability. Their number at a given constrained distance 

depends strongly on the used convergence criteria.  

 

Distance distributions are considered by assuming 

independent random variables following a normal law 

probability. Their number at a given constrained distance 

depends strongly on the used convergence criteria.  

 

A. Simulation number one: 

 

Below we give the results of the PMF in the case of 

System_1 and for windows of 16000 steps in time. The spatial 

sampling is 0.2 Angstrom. The sampling time step is 0.002 ps. 

The initial distance is equal to 0.5 Angstroms and the final 

distance is equal to 10 Angstroms. For System_2 we have the 

same parameters except for the distance varying from 12 to 35 

Angstroms.  

 

In this first simulation, we used a simple and effective 

criteria which is a parametric statistical test of normality, 

leading to the Confidence Interval of normality with a given 

confidence level [4,5]. This confidence interval contains 99% 

of the population when the distribution is following a normal 

(or Gaussian) law of probability. The character of normality 

is given by the probability: 

 

                                                                 (13) 

 

                                                                                           
 

From this, we deduced the following parametric 

criteria: 

 

                     
          

              (14) 

 

                     
          

                              (15) 

 

Below we give the PMF simulation in the case of System_1 

whose window size is 16000 temporal steps. The convergence 

normality criteria are: Criteria_1 and Criteria_2. Their values 

are each fixed to 0.2, 0.1, and 0.05.   

 

Below we give the PMF simulation in the case of System_1 

whose window size is 16000 temporal steps. The convergence 

normality criteria are: Criteria_1 and Criteria_2. Their values 

are each fixed to 0.2, 0.1, and 0.05.   
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The following figure shows the time cost of these results in 

function of the threshold criteria values and the Umbrella 

Sampling Window size. 

 

Observation and Discussion: 

  

we can note that the computation time is low for the criteria 

threshold value of 0.2 and with PMF close to the PMF 

reference for both system_1 and sytsem_2 complexes. The 

used normality convergence criteria indicate that 

improvement in terms of computation time is possible for 

adequate test criteria threshold values. Thermal agitation 

induces duplication of information related to the remaining 

degrees of freedom. A non-optimal threshold does not filter 

some parasite micro-states which make information 

redundant, so the knowing of all the micro-states is not 

required to measure the PMF. In this context we assume that 

pre-processing the distributions could improve the 

convergence speed. 

 

B. Simulation number two: 

 
The purpose of this simulation is to see the impact of the 

pre-processing by a low-pass Gaussian filter and statistical 

convergence criteria such as Anova, tTest and skTest. The 

simulation conditions are identical to that of the previous case.  

 

Note that the pre-processed distributions by a gaussian low 

pass filter brings a significant gain in terms of time of the 

probability convergence. The simulation time is reduced by a  

 

factor of two for system_1 and 10 for system_2 when the 

convergence criteria such as ANOVA and tTest are used. 

Results of skTest are less satisfactory. 

 

C. Simulation number three: 

 

Here distributions obtained during a sampling time at a 

given distance are pre-processed by a denoising technique. It 

involves a wavelet methodology where high frequencies are 

thresholded (see Fig5.). The used wavelet belongs to the 

family of bio-orthogonal wavelet (Cubic Spline) and the 

chosen thresholding method is a universal soft thresholding 

technique. In order to see the influence of this denoising 

process, distributions are decomposed and thresholded until 

level 8. Then the signal is reconstructed  and its probability is 

compared to the previous one by using different  convergence  

criteria such as : skTest, tTest and finally Anova Test. 

 

Observation and Discussion: 

 

 The PMF values in case of multi-scale distributions 

analysis are shown above (Fig5.). We can see that the cost in 

computation time is generally less than those of PMFs 

references. In system_1, a gain of 2ns to 3ns was observed in 

the case of tTest and ANOVA test criteria. However in the 

 

Fig2.: On the left we give the PMFs of system_1, on the right those of 

system_2; these for different thresholds of the normality criteria. The 

Umbrella Sampling Window Size (USWS) is fixed to 16000. The blue curve 
represents the Reference PMF (Ref. PMF) whose USWS is fixed 

respectively to 40000 for system_1 and 100000 for system_2.  All these 

curves except the Ref. PMF are obtained after the convergence of their 
probability. 

 

 
 

 

 

 
Fig3.: Time costs of simulations for different test-threshold values and sizes 

of the Umbrella Sampling Window Size.  

 

 

 
 

Fig4.: On the Left and right, we give respectively the PMF  of  system_1 and 
system_2 for different statistical conver-gence criteria. The distributions of 

micro-vibration states are pre-processed by Gaussian low-pass filter. One 

can see the duration of each simulation (Simulation Time=ST) according to 
statistical criteria. The window size (USWS) is set to 16000 steps for each 

simulation. Also one gives the reference curve PMF (Ref. PMF) whose size 

is set to 40000 for system_1, and 100000 for system_2. 
 

 

 

 
 
Fig5.: On the left  and right we give respectively the PMFs of system_1 and 
system_2.   The PMF curves are represented as a function of distance.  The 

Umbrella Sampling Window Size (USWS) is fixed to 16000. The blue curve 

(…) represents the Reference PMF (Ref. PMF) whose USWS is fixed to 

40000 and 100000 respectively for system_1 and system_2. 

Recent Advances in Mathematics, Statistics and Economics

ISBN: 978-1-61804-225-5 249



case of  skTest, divergence was observed at the beginning of 

the simulation. 

 
For the Alanine complex, the computation time of each 

simulation is measured about 7 times lower than the reference 

simulation one (46.400 ns). This is in the case of tTest and 

ANOVA test. Regarding skTest, the computation time 

increased significantly (about twice the reference time). 

 

It is also noted for the system_2 that convergence is almost 

perfect with respect to the PMF reference for all statistical 

tests. 

VIII. CONCLUSION  

The performance of the algorithm thus developed, is based on 

the efficiency of the stochastic convergence criteria, combined 

with an adaptative pre-processing. This allows to use a 

succession of short size windows iterated until a convergence. 

One reminds that a long Umbrella Sampling Window for a 

big protein complex leads to several days of calculation. 

Here distributions of reaction coordinates are pre-processed 

by a methodology involving a low pass-filter, or a wavelet soft 

thresholding. It significantly improves and reduces the 

computation time of the simulations. 

The results show that fact of pre-processing all micro-

vibrations of high frequencies reduces the computation time. 

The Umbrella Sampling Method with short windows is used to 

perform a constrained temporal sampling.  

We can assume that the use of narrow bandwidth filters 

eliminates some useful information (some vibrational 

frequencies) from the entropy, and then causes the PMF to 

take inifinite values. 

The given algorithm unquestionably allows a reduction of the 

iteration number and so the time of simulation. 
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Abstract — This paper employs a quarterly time series to determine 
the timing of structural breaks for interest rates in USA over the last 
60 years. The Chow test is used for investigating the non-stationary, 
where the date of the potential break is assumed to be known. 
Moreover, an empirically examination of the financial sector to check 
if it is positively related to deviations from an assumed interest rate as 
given in a standard Taylor rule. The empirical analysis is 
strengthened by analysing the rule from a historical perspective and 
look at the effect of setting the interest rate by the central bank on 
financial imbalances. The empirical evidence indicates that deviation 
in monetary policy has a potential causal factor in the build up of 
financial imbalances and the subsequent crisis where macro 
prudential intervention could have beneficial effect. Thus, my 
findings tend to support the view which states that the probable 
existence of central banks has been one source of global financial 
crisis since the past decade. 

Key words: Taylor rule, Financial Imbalances, Central Banks.  

I INTRODUCTION 
The practice of central banking has developed during the 

last 60 years in a way that affected their ability to target both 
economic growth and inflation through their effect on short 
interest rates and/ or growth of monetary and credit aggregates 
(McCallum, 1999), thus leading to the formulation of a 
number of simple reaction functions spanning the evolution of 
the monetary-policy framework. This last was consistent with 
the Taylor-type rules (Taylor, 1993) which showed that US 
monetary policy after 1986 was well characterised by a rule 
for the Federal Reserve’s interest rate, whereby the interest 
rate responds with fixed, positive weights to inflation and the 
output gap. (Judd & Rudebusch, 1998) found as well that the 
Taylor rule reproduces the evolution of Federal Reserve funds 
rate on the basis of quarterly US Data over the 1987-1992 
periods.  

As a standard reference, modern central banks have relied 
increasingly on Taylor’s conception on the formulation of 
monetary. First, the use of such models as documented in 
(Asso, Kahn, & Leeson, 2007) evolved from a long 
intellectual history that debated the merits of rules versus 
discretion [(Mccallum, 1988), (McCallum, 2000),  (Goodhart, 
1988, 1994), and (Taylor, 1999)]. Second, the practice comes 
from its simplicity, intuitiveness and focus on short-term 
interest rates as the instrument of monetary policy, which 
simply relates the policy rates directly to the goals of 
monetary minimizing fluctuations in inflation relative to its 
objective and output relative to potential output. Instead of 
forecasting employment, the Fed used to state its policy 
objectives in terms of economic growth and price stability, 

because of their effect on employment through what is called 
the Okun’s law 1962 (Thornton, 2012). 

The rule has been subsequently developed in a theoretical 
and empirical perspective in order to perform the original 
models and to optimize the monetary policy guidance. Thus, 
leading to the formulation of different versions which span the 
evolution of monetary policy; including econometric estimates 
of the coefficients for the United States by [(Judd & 
Rudebusch, 1998), (Clarida, Gali, & Gertler, 2000)] extended 
versions for the standard equation by imputing financial 
condition indexes, use ex-ante data to estimate the policy rule 
instead of ex-post (revised) data, or range from a simple 
monetary policy to a backward-versus forward looking. The 
debate is about how the objectives of monetary policy should 
be expended to include financial variables in order to reduce 
(or prevent) financial crisis. 

A. Problem of the Research 
The common second area of central bank responsibility is 

financial stability. But easy monetary policies did indeed lead 
to excessive credit growth that eventually bred this issue, 
claiming that central banks policies contribute to the build-up 
major imbalances.  

Feedback instrument rules involve line causality between 
mechanical deviations in the level of the policy rate from 
systematic or rule-like behaviour to deviations of inflation 
from its target, and of output from its potential. Such 
deviations are identified as a potential cause for the occurrence 
of global imbalances, which are perceived as an important 
factor in the financial crisis. The literature has not reached yet 
consensus in this issue. In this study, there is evidence of a 
multiple structural breaks in the behaviour of interest rates 
based on political factors allowing the instability, which is in 
turn correlated with the monetary regime switches. 

B. Research Question 
The present work departs from the literature and the 

hypothesis and builds its analysis on two areas. Basically, an 
estimate of the backward-looking Taylor rule for United States 
with constructed variables with statistical techniques was 
taken into consideration. This procedure will answer the 
following questions: is the Fed reacting differently to levels of 
inflation and output above or below the target? Does the Fed 
attempt to hit the macroeconomic target or keep some margin 
of fluctuations? What about the timing of structural breaks in 
regressions? The linear specification of the Taylor rule has 
been extended with the financial indexes to check if the Fed is 
still reacting to the macroeconomic aggregate as to the 
information contained in the index. 
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Similarly, an application of a linear model took place 
where the presence of deviation in the policy rate is taken into 
the structure of the model. The principal objective in this area 
is to test the presence of ruptures in the monetary policy, 
whether or not such shifts occur at politically important times 
(e.g. near elections, with changes of party of administrations, 
FOMC decisions… etc.). The secondary objective is to 
question if the monetary policy contributes to financial 
imbalances.  

Obviously, this paper is organised as follows:  
The first section covers a construction of the variables to 

be used. Besides that, the second section includes econometric 
specifications and empirical estimates of the policy rule for 
different periods in the U.S presidency (the terms of Arthur 
Burns and William McChesney-Martin (1955-1978), the terms 
of Paul Volcker (1970-1987) and the terms of Greenspan and 
Bernanke from 1987 to date): For each period, rupture on the 
coefficients on output and inflation was estimated. 
Additionally, the third section discusses possible explanations 
of the findings, and finally the fourth section concludes.  

II LITTERATURE REVIEW 
There is of course a vast literature on monetary policy 

which includes financial variables to forward guidance, and 
finds evidence of strong linkages (transmission mechanisms) 
between monetary policy and financial conditions. Indeed, one 
of the most important issues facing central banks is their 
capability of correctly identifying bubbles in real time in order 
to justify leaning against the bubble, or prevent crisis. In 
(Bernake & Gertler, 2000), the issue is how to respond to 
variability in asset prices. This model incorporates non 
fundamental movements in asset prices into a dynamic 
macroeconomic framework. Authors found that it is neither 
necessary nor desirable for monetary policy to respond to 
changes in asset prices, except to the extent that they help to 
forecast inflationary or deflationary pressures. In (Bernanke, 
Gertler, & Ghilchrist, 1999) authors helped to clarify the role 
of credit market frictions in business fluctuations using a 
DSGE model. They argued that changes in credit market 
conditions might affect the intrinsic costs of borrowing and 
lending, which is associated with asymmetric information and 
might run financial crisis within a financial accelerator 
mechanism. Moreover, (Filardo, 2001) examined the 
macroeconomic performance of an economy where the central 
bank usually responds to changes in forward-looking inflation 
information contained in asset price inflation. The monetary 
policy rule is substituted by the IS-PC-AP system of 
equations, which is simulated with random numbers 
representing shocks to output, consumer price inflation, and 
asset price inflation. The coefficients of the model are then 
chosen to minimize the central banks loss function L. The 
view of using these asset prices to improve economic 
outcomes is not promising. The price inflation of housing 
shows some power to predict the future inflation, but stock 
market price inflation exhibits no power in the prediction of 
the future consumer price inflation. Finally, the monetary 
authorities should not respond to asset prices if there is any 

considerable uncertainty about the macroeconomic role of 
asset prices (if they cannot distinguish between fundamental 
and bubble asset price behaviour). Also, (Castro, 2008) 
analyzes the possibility of the rule to be augmented with 
financial conditions index containing information from some 
asset prices and financial variables. Therefore, the results 
indicate that the monetary behaviour of the Federal Reserve of 
the United States can be well described by a linear Taylor rule. 
It also suggests that the Fed is not reacting to the financial 
conditions.  

Policy actions following financial crisis in which central 
banks just clean up after the bubble are not without risks. 
What has been missing in this debate so far is the possible 
evidence which can reveal if the central bank is the one which 
contributes itself to financial crisis. 

A. Hypothesis: 
Uncertainty in the monetary policy as claimed by 

Bernanke had increased in recent decades, giving rise to the 
volatility of interest rates as well as exchange rates. According 
to (FOMC, 2009), “members noted the possibility that some 
negative side effects might result from the maintenance of 
very low short-term interest rates for an extended period, 
including the possibility that such a policy stance could lead to 
excessive risk-taking in financial markets or an un-anchoring 
of inflation expectations.” According to the subprime crisis, 
the drastic change in the monetary policy stance had let to a 
sudden raise in the US subprime mortgage market. 
H1: Structural changes in the monetary policy stance have a 
significant impact on the money conditions (bank lending), 
related forecasts, and consequences on the volatility of the 
financial markets linked to it.  

III METHODOLOGY 
This study is concerned with the impact of deviations in 

interest rate on asset price inflation and output. The standard 
Taylor rule along with the modified version which contains 
looking variables is proposed, and later estimated on (Batini & 
Haldane, 1999). The following forms of panel regressions are 
estimated, where i represents the interest rate. 

A model of possible deviation from a simple linear model 
was stated previously in this study. As originally described, 
the rule requires knowledge of only the current inflation rate 
and the output gap. Using Quarterly report data, a series of 
robustness checks and tests of the effectiveness of simple 
financial ratios were performed, being considered as 
predictors in respect to future financial crisis and analyse the 
impact of the deviations on financial turbulences. It is 
expected to find a relationship between dynamics in monetary 
policy decisions and financial imbalances, the mean that the 
Fed strategy is likely to contribute to financial crisis. In this 
article, imbalance is defined as a persistent deviation in asset 
prices from historical trend on a variety of financial indicators 
(credit supply, liquidity growth, financial asset prices).  

The following forms of panel regressions are estimated, 
where i is the nominal interest rate,  inflation rate over the 
previous year, ( -  the per cent deviation of the logarithm 
of the real GDP (  from estimate of the logarithm of its 
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unobserved potential level (  and  is a white noise error 
term.  

The rule sets the level of the nominal federal funds rate 
( being equal to a natural rate that is seen as consistent with 
full employment (originally defined as ( ), plus the 
inflation rate over the previous year  plus an equally 
weighted average of two gaps: (a) The four quarter moving 
average of actual inflation less a target rate ( , and (b) the 
output gap.  

Generally, a brief description of the theoretical model is 
provided, which in turn refers to the original specification 
introduced by (Taylor, 1993). Although there is no consensus 
about the size of the coefficient of policy rule; (Taylor, 1993) 
assumed that the weights the Fed gave to deviations in 
inflation and real GDP from trend same coefficient equal to 
0.5, and the equilibrium real interest rate and the inflation 
target equal 2%. The generalized form of the rule has been 
considered in order to suggest an interest rate feedback rule 
that describes the US monetary policy over 1955 to 2012 (the 
frequency is quarterly). The model takes the following form:  

 
A measure of output gap, potential output, inflation and 

equilibrium real rate plays an important role on policymaking 
and is useful before proceeding to any monetary analysis. (See 
the Appendix 1 for details on data construction). Note that the 
slope coefficient on inflation in the equation is: ); 
hence the two response coefficients are:  and . Also, 
note that the intercept term is:    

[(Clarida, Jordi , & Mark, 1998), (Orphanides, 2001), 
(Rudebusch, 2002) and (Castelnuovo, 2003)] are followed by 
including an interest rate smoothing parameter in order to 
avoid excessive movements in the aggregate variables 
subsequent to sudden and frequent change in interest rate. The 
Interest rate equation is entered with a lag of one quarter. 
Moreover, the equation is assumed to relate interest rate to lag 
in output gap (Orphanides, 2001) as shown in equation 2:  

 
In another term: 

 
Then, (Kahn, 2009) was followed by including financial 

ratios into the interest rate reaction function. Kahn found a 
statistically significant influence of the interest rate on 
financial ratio. While, (Svensson, 2003) argued that adding 
variables could increase the explanatory power of the rule, 
leading to an optimal rule in this context. This issue has been 
the centre of a large discussion in the literature: as some 
authors consider important that central banks target asset 
prices ((Cecchetti, Genberg, Lipsky, & Wadhwani, 2000) 
(Borio & Lowe, 2002), (Borio, 2005), (Goodhart & Hofmann, 
2002  (Chadha, Sarno, & Valente, 2004), others disagree 
(Bernake & Gertler, 2000) and (Bullard & Schaling, 2002). A 
model of possible deviation from a simple linear model is 
presented. 
fit=rt+πt+α(πt-π)+ay1Yt+ay2Yt-1+fit-

1+Bankindex1+Bankindex2+Bankindex3+Bankindex4+Liquidit
yindex+Liquidityindex(-1)+ɛ t 

The following forms of panel regressions are estimated, 
where (i, t) indicates respectively the loan type and time index, 
thus the results indicate that the Fed deviates from the interest 
rate target and does not pursuit the pre-announced or defined 
targets. This is considered an interesting result that might help 
in understanding part of the story behind financial crisis.   

It is worth stating that the reaction function-based 
assessments of US monetary policy are so sensitive to the 
chosen potential output and inflation target which can be 
unreliable. Therefore, one should be careful when interpreting 
such variables. Orphanides argues that the Taylor rule is 
sensitive to the choice of the variables and the period, which 
may result in reaching to a different policy. The 
implementation is then considered to be far from being simple 
(Orphanides, 1997, 2001) To start with estimating variables, 
they are classified as follows: 

A. Determining  and  
For the construction of the USA inflation objective , the 

U.S. Federal Reserve System has no official inflation target. 
Upon this, the HP filter technique is used to determine 
inflation trend. The appropriate measure of natural real interest 
rate because it is consistent with stable inflation and output 
equal to potential. (NRR) r* for the united-states over history 
also presents some difficulties: r* is likely shifting all the time 
(contain time subscripts because they may be time-varying). 
However, the policymaker took a stand where the average r* 
will be over some time period. For simplicity, we set its level 
at 2% as it was assumed in the Taylor rule.  

B. Determining  
The interest rate setting in the USA using annual data is 

analysed from 1955 to 2012. Since there was no single policy 
interest rate, we used short-term money market rates, it as a 
measure of the stance of monetary policy.  

C. Determining  and  
Calculating  is problematic indeed. The most common 

in the literature is the use of Linear trend (Taylor, 1993), a 
quadratic trend (Clarida, Jordi , & Mark , 1998), or a Hodrick 
Prescott filter (Taylor, 1999).   

In this paper, a structural definition of potential GDP is 
used which is in turn developed at the (CBO, 1995). The 
output gap is measured as the percentage difference between 
real GDP and the estimate of its potential level. In 
macroeconomic terms, potential output is defined as a 
sustainable output, that is, the level of real GDP is consistent 
with a stable rate of inflation (CBO, 2003, 2004). It is denoted 
as y*, and the associated gap is shown in figure 1 in the 
appendix 2.  

Clearly, the construction of the output gap seems difficult 
since potential output is not observed. (Orphanides, Porter, 
Reifschneider, Tetlow, & Finan, 2000), (Orphanides, 2001) 
shows that the central bank can make large and persistent 
mistakes in the estimation of potential output in response to 
productivity and cost shocks. The output estimates has an 
ineligible consequence on policy behaviour and inflation 
dynamics. Theoretically, it should provide information 
regarding future inflation. (Orphanides & Van Norden, 2003). 
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Several techniques have been traditionally used to estimate the 
potential output, which is usually identified as the output trend 
as reported at (CBO, 2004). (Taylor, 1993) simply fitted a line 
through log-levels of real GDP over a short sample period 
(1984 Q1 to 1992 Q3) as a proxy for potential output. One can 
also fit trends to lag factor-input and multifactor productivity 
data and plug these trends into an estimated production 
function (see CBO, 2004). 

Given the applied focus of the paper, the first section 
profile statistical de-trending methods considered in this paper 
for estimating potential output:   
1) The linear method 
2) Moving average 
3) The Hodrick-Prescott filter (The HP filter, a purely 

statistical method, was also used to estimate potential 
output and the natural rate of interest).  
It is worth stating that the MA filtering, the HP filter, and 

the Beveridge and Nelson decomposition are often used to 
extract the trend from GDP directly. Indeed, the main 
evidence is that the HP filter methodology outperforms all 
models. 

1. The output gap using a linear regression method. 
The simplest method considered; which was used until the 

early 70’s, involves a linear regression of (the log of) real 
GDP on a constant and a time trend. So, the trend in (the 
logarithm of) output is well approximated as a deterministic 
function of time, given by:  (1) 

The residuals  from the regression equation provide a 
measure of the output gap, and  is the chosen measure of 
output (in logarithms). This method builds on the basis of an 
assumption that the GDP can be decomposed into the sum of a 
slowly evolving secular; which is classified as cycle , and a 
transitory deviation from it; which is a linear function of 
time. 

The results from the estimated equation are given in 
appendix 2. In figure 1 in appendix 2, the graph of actual and 
potential output is shown. In the beginning of the 1915s and 
throughout most of the 1920s, output was above its potential 
level. From 1960 until 1980, the output exceeded potential 
output, to later approach the fitted value after 1980.  

2. MA filter  
The second method, which is today’s statistical filtering, 

assumes that the logarithm of output can be decomposed into a 
cyclical component  and a trend component ,    
Where , is the moving average of the output.  

Transform output series by a centred moving average of 
order 2p+1 is given by:  

(2) 

Where, ;       

3. The Hodrick-Prescott filter 
Another method to calculate the trend in real share prices 

uses the Hodrick-Prescott filter (Hodrick & Prescott, 1997) 
(henceforth, HP). Time series are decomposed into a trend, a 
cycle, and a noise that is,  

Based on this, the filter is given by the equation (3) 
where the trend  is the result of the following optimization 
problem: 

    (3) 
In the case of a HP filter, one also has to choose a value 

for the “penalty” parameter , which determines how smooth a 
trend can be. The larger the value of , the smoother the 
growth component, and the greater the variability of output 
gap. A smaller value indicates a smaller importance of cyclical 
shock and yields a more volatile series of output gap. The 
larger the value, the more growth component approaches a 
linear time trend.  

In this article,  is set at 1600, as suggested in literature 
for quarterly time series (Hodrick & Prescott, 1997) also 
(Ravn & Uhlig, 2002), (Baxter & King, 1995), and  (Backus & 
Kehoe, 1992) gave similar justifications..The result extracted 
from this method shows a large positive swing in output gap 
during 1950s, in the 1980s and recently (2006-2008). 
However, the HP filter has remained popular because of its 
flexibility in tracking the characteristics of the fluctuations in 
trend output and its simplicity in the economic literature. 

IV DATA 
Dataset were quarterly at the source and included the 

short-term interest rate (fedf) commonly used as the monetary 
policy instrument, the real GDP (RGDP), and the consumer 
price index (CPI). To generate the output gap we used the HP 
filter with a smoothing parameters settled on the standard 
value of 1600 as suggested previously in the literature. That is, 
 = 100 × (ln RGDP - GDP POT). The CPI, is used to 
measure inflation that is,  = 400 × ln (CPI) - ln (CPI). 

Real-time data for the CPI and real GDP growth were 
respectively obtained from Bureau of Economic analysis and 
Bureau of Labor Statistics.  

In a further step, all variables except the interest rates; 
measured in percent, were transformed into their fourth order 
log-difference form to ensure stationary given the existence of 
unit root in their level forms, that is, (log Xt – log Xt-4).  

Similarly, the following individual asset prices have been 
considered: the real stock market price (RSP), the real housing 
price (RHP) and exchange rates (ER), a measure of financial 
conditions proxied by the financial conditions index (Goodhart 
& Hofmann, 2000) as an extension of the monetary conditions 
index, representing a linear combination of interest rates and 
exchange rates, to include housing and stock prices, and a 
broad credit aggregate. The latter represents alternatively the 
three categories of the balance sheets of all commercial banks 
in the United States: Real Estate Loan (Real_LN), consumer 
loans (Cons_LN), Commercial and industrial loans 
(Bus_Loans) and Bank credit (Inv_LN). [The model includes 
the variables comprised in the table 5. Other variables would 
be subject to a macro prudential supervision.Some credit 
booms could be identified as a key factor behind financial 
crises. 

Total credits are used as an early warning indicator for 
systemic banking crises. The indicator used here is the credit-
to- GDP and it’s backward looking long-term trend (calculated 
by using a HP filter). To start with the calculation of the 
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deviation which was done from a trend (Figure 1 to 8) and a 
proxy of the threshold beyond the gap of credit to its long-
term trend (the credit boom) gave a certain episode of 
financial crisis in the sample. Specifically, by comparing the 
financial destabilizing effects of excess liquidity versus credit 
growth, such global excess liquidity (household and business) 
are argued to be more significantly correlated to an economic 
bubble (house price bubble, financial bubble…). Accordingly 
it is more appropriate to study the impact of the leverage 
expansion rather than excess liquidity.  

Based upon that, a broad measure of excess liquidity of 
banks is applied which measures the gap between the growth 
of the money supply and the demand for the narrow money 
(M0) defined as the ratio (M0/GDP) in a long-term horizon. 
Liquidity ratio enters the equation with a lag of one quarter to 
capture possible past effect of the variable on the interest rate. 
Panel constructed equations are estimated using the OLS 
estimator. 

V RESULTS AND ANALYSIS 
Based on the results in Tables 1, 3 and 4, the primary 

results of the analysis are as follows. First, consider the LS 
model, column 2 in table 1 presents the results of Taylor rule 
original version. The results show a positive significant 
relation between deviation in interest rates and deviation in 
inflation rates and output gaps variable from stance. In 
accordance with the main hypothesis, these results suggest that 
central banks tend to accord more importance to inflation 
rather than the output gap. Having this result confirms the 
empirical evidence from the literature. 

 Second, the Chow test (1960) for structural change in 
the same regression model was used with a known couple of 
break dates: 1970, 1979, 1987 and 2006; associated with the 
move of the U.S. presidential election (See Table 2). As 
indicated, the most major structural break in this series 
(indicating a significant change in both the intercept and the 
slope) over the period 1955-2011 occurred during the late 
1970s (Table 3). This particular break may be attributed to the 
gradual effects of several policy changes during this time, 
including: (i) Deregulation in the financial industry under 
Volcker government (Monetary Control Act of 1980). (ii) 
Expansionary monetary policy stance employed by the Fed  
(iii) and the innovation that took hold on increasing the credit 
market which is associated with the functioning of the 
economy. All of these elements tends to decrease risk aversion 
over the long term and influenced on the nearly development 
of systemic crisis. 

 Concerning the augmented version model, it was found 
that credit indicators would enhance central bank performance 
(Table 4). To be more precise, I found that there is a positive 
significant relation between interest rates and all credit ratios. 
However, the interest rate response to credit ratios is lower 
than the two conventional objectives. This highlights the 
Federal Reserve assistance to the credit bubble: The private 
sector demand responds to easier monetary conditions and 
may shift their credit origination toward riskier borrowers. 

A. Regression results  

 
Figure 1: Potential GDP vs. actual based on linear regression estimates 

 

 
Figure 2: Potential GDP vs. actual based on MA 

 

 
Figure 3: Potential GDP in log terms vs. actual based on HP filter estimate 

1) lm (i ~ p + y) 
2) Model estimates: where significance codes: 0 '***' 

0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 and residual standard 
error: 2.933 on 93 degrees of freedom.(1 observation 
deleted due to missing) 

 

 
 
 

  

R R Square Adjusted R Square Std. Error of the Estimate 
,993a ,987 ,986 ,11489 

Model Summary and Parameter Estimates 
Dependent Variable:MA(GDP,5,5) 

Model Summary 

 
R2 F df1 df2 Sig. Cst b1 b2 b3 

Eq. 
Cubic 

,997 12,71
1,724 

2 89 ,00 4.44E
+12 

-
3,459,871
,785 

,00 ,311 

Residuals: 
    Min 1Q Median 3Q  Max 

-6.0113 -1.9225 -0.4232 1.3605 11.1068 

  Estimate Std Error t Pr(>| t|) 
(Intercept) 0.07322 1.1256 0.065 0.948275 

p 1.31745 0.3372 3.907 0.000177 *** 
y 0.51222 0.73975 0.692 0.490391 
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VI CONCLUDING RESULTS 
The findings which declare that the monetary policy 

regime might have changed in significant ways over time, tend 
to have implications on financial stability. As drawn by the 
relationship between persistently low policy rates—measured by 
Taylor rule deviations—and financial variables- it is derived 
from examining the correlation and lead-lag relationships 
between Taylor rule deviations and financial crisis from 1955 to 
2012. By responding to the inflation, this should help the central 
bank's ability to respond to financial disruptions that do arise. 
Since systemic crisis often occur at low level of inflation, when 
investment booms and rapid credit expands, the money created 
could provide the fuel of financial bubbles. Moreover, stated 
evidences show that the Federal Reserve Bank is not targeting 
the financial conditions in certain periods, so the lack of 
consideration to financial markets might be one of the causes of 
crisis such as the recent credit crunch that started in the United 
States. I conclude that the recurrence of financial crisis has its 
roots in the fact that lenders offer increasingly money and lead 
to a higher-risk borrowers comportment. In my view, the most 
important challenges to monetary policy related to structural 
change in this recurrent crisis episode arise from possible 
changes in political atmosphere. Being a causal factor for a 
number of recessions and degradation in economic and social 
conditions affecting human beings, fluctuations in interest rate 
policy are a significant problem in the study as we suppose. 
Nowadays, the recurrence of financial crisis is at a very high rate 
in the United States and across the world as reported by the 
(BIS, 2009). Unless radical changes in the US monetary policy 
are applied, the United states will face another one in the near 
future that are assumed to be more systemic because of financial 
innovations (securitizations, derivatives, etc.); see for example  
(Allen & Carletti, 2006), (Rajan, 2005), and (Sveiby, 2012) 
among many others who assess the systemic effects of financial 
innovation. 
Table 1: What can Taylor rule say about monetary policy in United-States over 
the period (1955:1-2012:4)? 

Source: Author calculation (Eviews) /Table for LS regression 

 
 
 

Table 2: Presidents of the United States of America over the period (1955-2012) 

Table 3: Structural changes by Chow test 

Source: Author/Eviews 
Common values of significance level (p-value) below which the 
null hypothesis will be rejected are 5% and 1%. 
Table 4: Taylor rule augmented with financial variables, liquidity and credit 
(1955 :1-2012 :4) 

 
Table 5: Independent variables summary 

 -1 p value Std. Error -2 p value 
Inflation-∏ 0.18*** (3.57) 0.0004 0.050644 0.59*** 

(8.07) 
0 

Output gap 0.27*** (8.50) 0 0.032242 0.34*** 
(6.60) 

0 

ff(-1) 0.71*** 
(19.39) 

0 0.036473 0.042*** 
(3.42) 

0.0007 

∏ 0.30*** (7.77) 0 0.038269 1   
r 0.29*** (6.30 0 0.046511 1   
Adj. R2 0.95     0.88   
Log 
Likelihood 

-254.83     -364.32   

HQC 2.28     3.2   
Mean dep. 
var 

5.300173     5.300173   

S.D dep var 3.473406     3.473406   

9th 1951–1970  William McChesney 
Martin Q2, 1951 to Q1, 1970 

10th 1970–1978  Arthur F. Burns Q2, 1970 to Q1, 1978 
11th 1978–1979  G. William Miller  Pr Q2, 1978 to Q3, 1979 
12th 1979-1987  Paul Volcker Q4, 1979 to Q3, 1987 
13th 1987-2006  Alan Greenspan Q4, 1987 to Q1, 2006 
14th  2006 -  Ben Bernanke Q2, 2006- 

H0 H1 Statistics 
F 

p-value Results 

1955-2012 [1955:1-1970:1:](1) and 
[1970:2-2012:4](2) 

3.195 0.0244** Structur
al break 
in 1970 

1970-2012 [1970:2-1979:3] and 
[1979:4-2012:4] 

4.072 0.0077*** Break 
in 1979 

1979-2012 [1979:4-1987:3] and 
[1987:4-2012:4] 

3.798 0.0110** Break in 
1987 

1987-2012 [1987:4-2006:1] and 
[2006:2-2012:4] 

2.767 0.0426** Break in 
2006 

 -3 p value Std. Error 
Inflation-∏ 0.58*** (8.21) 0 0.07 
Output gap 0.32*** (5.73) 0 0.055 
ff(-1) 0.04*** (3.07) 0.0024 0.014 
Bankindex1 -0.007*** (-2.93) 0.0038 -2.93 
Bankindex2 0.008*** (2.03) 0.0431 0.004 
Bankindex3 0.0098*** (2.91) 0.004 0.003 
Bankindex4 0.012*** (3.88) 0.0001 0.003 
Gap_DJ 0.0003*** (1.92) 0.0559 0.0002 
M0/PIE -29.47 (24.16) 0.2238 24.15628 
M0/PIB(-1) -28.01 (24.88) 0.2614 24.87837 
Adj. R2 0.89     
Log Likelihood -350.25     
HQC 3.18     
Mean dep. Var 5.3     
S.D dep. Var 3.47     

Variables Definition Sign 
(expected) 

Source 

Bankindex1 1947Q1 2012Q4  // 
bankratio1=loaninv-
loaninvtrend 

+, High Federal Reserve Bank 
Author calculations 
Data are quarterly, in 
billions $. 

Bankindex2 1947Q1 2012Q4  // 
bankratio2=consloan-
consloantrend 

+, Average Ibid. 

Bankindex3 1947Q1 2012Q4 // 
bankratio3=busloan-
busloantrend 

+, Average Ibid. 

Bankindex4 1947Q1 2012Q4 // 
bankratio4=mortgloan-
morgtloantrend 

+, Average Ibid. 

M0/PE Monetary base as 
percentage of gdp. 

High Federal Reserve Bank 
of St Louis. 

Gap_DJ Asset price gap 
represented by the 
Dow Jones (the HP 
filter is used to 
calculate the trend). 

High S&P Dow Jones 
Indices LLC › Dow 
Jones Averages. 
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APPENDIX: Figures and tables from this article 
Appendix 1 

Table 1: Data 

Table 2: Summary of Crisis 

 
Appendix 2 

As a first step of the study it is useful to briefly review 
the data. In the following figure the inflation and interest rates 
move closely together in the period under consideration. This 
suggests the presence of one nominal trend. The inflation rose 
at the end of the 1980s, declined continuously from 1990 to 
1998 and increased from 1999 to 2000 before falling again. 
Both the short and long term interest rate move in similar 
ways, with the exception of a peak in 1995 that followed a 
tightening of monetary policy in the US. The Dow Jones 
Industrial Average provides a view of the US stock market and 
economy. Originally, the index was made up of 11 stocks; it 
now contains 30 component companies in various industries. 
Figure 6 shows an annual time series of the U.S. Real market 
over the period 1915 the 2010. There is a clear trend. But in 
addition the earlier part of the figure marked cyclical 
behaviour as the economy moves from boom to recession; 
that’s why it is important to add a cyclical component in a 
model for USA GDP.This evidence leads us to the 1920s, a 
period which marked the birth of modern central banking in 
the United States. Moreover, at this time the Fed was fairly 
independent from the government (see). The properties of the 
series change after the end of the Second World War and 
illustrate another aspect of economic and social time series 
that don’t remain over time. The first 14 points and the last 72 
points after 1945 are the layer at the bottom of the figure and 
suggest an orderly market. The remainder clearly reflect the 
subsequent turmoil in this market. The model we will examine 
is with an addition of a log trend as used in Taylor (1993) 

 
Figure 4: Dow Jones 
Source: FRED economic data. Federal Reserve Bank of St Louis. 

The Dow Jones Industrial Average provides a view of 
the US stock market and economy. Originally, the index was 

made up of 11 stocks; it now contains 30 component 
companies in various industries 

 
Figure 5: S&P 500 

Figure 6: Inflation in USA (GDP deflator) 

 
Figure 7: U.S. Real market 

 

 
Figure 8: US. Short interest rates 
Source: Federal Reserve Bank of St Louis 
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Abstract—This study aims to describe and compare infrastructure 

systems of Asian and European countries. The first part is a survey to 
show similarities and differences between the two systems. 
Comparison between transportation costs is made. Road and air 
transports are studied, starting from Paris for Europe and from 
Bangkok for Asia to other cities within their respective continents. It 
was shown that it is not possible to rank in one part Asian countries 
and in second part European countries. It is better to rank Asian and 
European countries together because they represent the same level of 
development in one hand and the emerging countries in the other. 
Freight transport has been shown to be cheaper in Asia than in 
Europe, even if the price depends on destination. However, border 
crossing is more expensive in Asia than in European Union. 
 

Keywords—Logistics cost, supply chain management, 
transportation, Europe, Asia. 

I. INTRODUCTION 
OGISTICS is the management of business operations, 
such as the acquisition, storage, transportation and 

delivery of goods along the supply chain. Efficiency of this 
operation depends on many factors. According to Wood et al. 
[1], infrastructure is a main criterion important to logistics 
excellence. Infrastructure provides information about logistics 
performance of a country. Developed and well maintained 
infrastructures make exchanges easier and it is an important 
attribute in order to trade with other countries.  

Nowadays, Europe and Asia are two major actors of 
international trade. In fact, Asia’s and Europe’s gross domestic 
products surpassed that of the US. More and more exchanges 
are achieved between these two regions. That’s why this study 
aims to compare Asian and European countries logistics 
infrastructures. Moreover, one of the major objectives is to 
reduce the logistics costs. This study compares different 
transportation costs (road and air freights) in the two places.  

II. REVIEW OF BACKGROUND INFORMATION 
Some researchers have tried to compare logistics 

infrastructure between Europe and Asia. Bang [2] led a study 
 

This work was supported in part by Chiang Mai University under Center 
of Excellence in Logistics and Supply Chain Management grant. 

K. Y. Tippayawong is with Department of Industrial Engineering, Faculty 
of Engineering, Chiang Mai University, Chiang Mai, 50200 Thailand. 
(corresponding author , phone: +66-5394-4125; fax: +66-5394-4185; e-mail: 
korrakot@eng.cmu.ac.th) 

K. Veyrat-Parisien was with Department of Industrial Engineering, Faculty 
of Engineering, Chiang Mai University, Chiang Mai, 50200 Thailand. He is 
currently with Roger Dubuis in France, as a chief supply chain project 
manager. (kevin.veyrat@gmail.com) 

 

of the logistics system in Northeast Asia where he compared 
their transportation systems with other major countries in the 
World, including the US, Germany, and the UK, shown in 
Table 1. In terms of road density represented by length of 
roadway per 1000 km2 of land, Northeast Asian countries 
excluding Japan show relatively low road density, compared to 
Germany and the UK. It is the same remark concerning the rail 
transportation. For the airports (comparing area of each 
country and the number of airports), Germany and the UK are 
leading. However, this study does not take into consideration 
some major Asian countries, particularly Singapore and Hong 
Kong.  

Bookbinder et al. [3] compared many European and Asian 
logistics systems, focusing on development and maintenance 
of the logistics system infrastructure. They classified the 
logistics systems into four general attributes in three tiers. 
Infrastructure was one of them as illustrated in Fig. 1. 

 

 
 

Fig. 1 Definition of logistics infrastructure tiers. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Specific attributes that determines logistics infrastructure tiers. 
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Table 1 Overview of transport infrastructure in East Asia and other major countries (adapted from Bang [2]) 
 

  South Korea North Korea China Mongolia Japan US Germany UK 
 Population (million) 48.3 22.5 1287 2.7 127.2 290 82.3 60 
 Area (1000 km2) 98.5 120.5 9597 1565 377.8 9629 357.0 244.8 
 Land  98.2 120.4 9326 1554 374.7 9159 349.2 241.6 
 Water 0.3 0.1 271 10 3.1 470 7.8 3.2 
Road Road length (1000 km) 87.5 31.2 1400 34.0 1152 6335 230.7 371.9 
 Road density (km/1000 km2) 888 259 146 2 3050 658 231 372 
Railway Railway length (1000 km) 3125 5214 71600 1815 23170 46 231 372 
 Railway density (km/1000 km2) 31.7 43.3 7.5 1.2 61.3 45.8 230.7 371.9 
Airport Number of airport 102 72 500 50 175 14801 551 470 
 Airport with paved runways 69 34 351 10 141 5131 328 334 

 
According to the World competitiveness yearbook [4], this 

attribute was divided into four specific attributes (a, b, c and 
d), shown in Fig. 2. Based on a statistical cluster analysis, 
Bookbinder et al. [3] can provide a non-standardized data 
matrix. The standardized results do not give detail on each 
attribute. Table 2 provides raw ranking scores for cluster 
analysis. After calculation of average, the ranking of each 
country can be evaluated, shown in Table 3. It was shown that 
infrastructure development is homogeneous between Asia and 
Europe. It is not possible to separate between Asian and 
European countries. However, Table 3 also shows the noted 
difference between developed and emerging countries. With  

 
Table 2 Raw ranking scores for infrastructure attribute 

 
 Infrastructure 
 a b c d 
Austria 10 9 13 105 
Belgium 24 23 16 27 
Canada 11 12 9 51 
China 25 24 30 28 
Czechoslovakia 31 35 35 223 
Denmark 2 3 2 46 
Finland 5 4 4 124 
France 6 8 15 14 
Germany 4 2 3 9 
Greece 38 31 28 571 
Hong Kong 7 5 5 2 
Hungary 27 30 33 232 
India 46 47 47 64 
Indonesia 41 39 43 63 
Ireland 33 27 29 112 
Italy 39 41 37 69 
Korea 37 34 40 7 
Luxembourg 9 7 17 38 
Malaysia 16 13 24 40 
Mexico 35 38 36 571 
Netherlands 17 18 7 15 
Philippines 44 40 42 50 
Poland 43 42 44 176 
Portugal 23 21 25 116 
Russia 40 46 41 135 
Singapore 1 1 1 10 
Slovenia 32 36 26 359 
Spain 21 15 22 55 
Sweden 8 11 6 93 
Taiwan 22 22 20 17 
Thailand 26 26 31 24 
UK 28 28 27 13 
USA 13 16 14 1 

 

the occasional exception, emerging countries of Europe 
(Eastern European countries) and Asia (Indonesia, India, the 
Philippines) are at the end of the ranking. The leading 
countries are Singapore, Germany, Hong Kong, and France. 
These countries have the same level of development and 
maintenance. Wilson [5] regrouped countries in Europe and 
Central Asia (ECA) and conducted a comparative study with 
South Asian countries, focusing on the constraints for 
development of trade facilitation. For South Asia, Wilson [5] 
pointed out the lack of infrastructure such as poor road, rail, 
air and shipping link. For instance, in 2004, the percentage of 
paved road is approximately 37% for South Asia, while it is 
 

Table 3 Country ranking for infrastructure attribute 
 

 Average of  
specific attribute 

Ranking 

Singapore 9 13 
Germany 23 16 
Hong Kong 12 9 
France 24 30 
USA 35 35 
Denmark 3 2 
Netherlands 4 4 
Luxembourg 8 15 
Taiwan 2 3 
Canada 31 28 
Belgium 5 5 
Malaysia 30 33 
UK 47 47 
China 39 43 
Thailand 27 29 
Spain 41 37 
Korea 34 40 
Sweden 7 17 
Austria 13 24 
Finland 38 36 
Philippines 18 7 
Portugal 40 42 
Indonesia 42 44 
Italy 21 25 
Ireland 46 41 
India 1 1 
Russia 36 26 
Poland 15 22 
Hungary 11 6 
Czechoslovakia 22 20 
Slovenia 26 31 
Greece 28 27 
Mexico 16 14 
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Table 4 Estimated air freight cost for door-to-door service to cities in Europe 
 

 distance  Minimum charge Per kg 
 (km) kg THB USD Euro THB USD Euro 

Berlin 880 70 18000 555 450 260 8 6.5 
Rome 1110 70 18000 555 450 260 8 6.5 
Porto 1208 70 17580 543 440 252 7.8 6.3 
 
 

Table 5 Estimated air freight cost to cities in Southeast Asia 
 

 distance Minimum charge Per kg 
 (km) THB USD THB USD 

Vientiane 520 700 20.59 16 0.47 
Hanoi 993 700 20.59 30 0.88 
Hochiminh city 669 700 20.59 20 0.59 
Phnom Penh 530 700 20.59 16 0.47 
Yangon 584 700 20.59 18 0.53 
 
 

Table 6 International priority express cost rate to Southeast Asia 
 

 10 kg box Additional rate per kg > 10 kg, 
up to 20 kg 

21 kg box Additional rate per kg > 21 kg, 
up to 44 kg 

 THB USD THB USD THB USD THB USD 
Laos 3753 110.38 137 4.03 5411 159.15 291 8.56 
Cambodia 3753 110.38 137 4.03 5411 159.15 291 8.56 
Vietnam 4308 126.70 191 5.62 6536 192.23 319 9.38 
Myanmar 4308 126.70 191 5.62 6536 192.23 319 9.38 
 
 

Table 7 Estimated air freight cost for door-to-door service to cities in Southeast Asia 
 

 distance Charge for 70-100 kg 
 (km) THB USD Euro 

Vientiane 520 280 8.7 7 
Hanoi 993 125 3.9 3.1 
Phnom Penh 530 125 3.9 3.1 
 
 
about 86% for ECA countries. It was shown that it is not 
possible to separate between European and Asia countries’ 
infrastructure. Logistics infrastructure is similar between 
developed countries in Europe and Asia. But, difference exists 
if developed and emerging countries of Europe and Asia are to 
be compared. 

III.   LOGISTICS COST ANALYSIS 
After the comparison of infrastructure between European 

and Asian countries, this part of the study presents comparison 
of road and air freight costs between European and Asian 
cities. 
 

A. Air Freight  
Estimation has been made for air freight cost from Paris to 

other capital cities in Europe using a freight operator. The 
estimated cost is displayed in Table 4. For Southeast Asia, 
Table 5 shows air freight cost between Bangkok and other 
cities in the region using Thai Airways Cargo. Table 6 shows 
express delivery cost to main cities in Southeast Asia. In all 
cases, the freight transport using a freight operator such as 

UPS, which delivers door-to-door service, is more expensive. 
In order to compare freight cost in Southeast Asia and Europe, 
Table 7 presents estimated air freight cost from Bangkok to 
three cities in Southeast Asia. With an exception of Laos, 
prices were found to be cheaper in Asia than in Europe. 

B. Road Freight 
By using an international freight operator, the transported 

weight using road is limited to 70 kg. This type of operator 
offers different services with different delivery times, prices, 
and insurance policies. Table 8 shows estimated road freight 
cost in Europe. Contrary to Asia, the border crossing fee is 
non-existent in European Union. Table 9 shows border 
crossing fee in Southeast Asia. They vary greatly, depending 
on which country to enter. The border crossing fee was found 
to account between 20 – 50% of the total transport cost. 

In Europe, according to “comite national routier” which is 
an official French technical agency, the relative part of diesel 
price in the transport cost is 24%. In France, a liter of diesel 
bought costs 0.94 Euro or 37.7 Thai baht (THB). This value is 
close to the average value in Europe. So main transport cost 
(fuel cost) is similar between the two regions. 
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Table 8 Estimated road freight cost to cities in Europe 

 
 distance 20 kg 50 kg 70 kg 
 (km) THB USD Euro THB USD Euro THB USD Euro 

Berlin 880 12000 370 300 18000 550 450 22700 700 570 
Rome 1110 12000 370 300 18000 550 450 22700 700 570 
Porto 1208 12000 370 300 18000 550 450 22500 693 565 
 
 

Table 9 Cost of border crossing for transport in Southeast Asia 
 

 Total cost (THB) Border crossing cost (THB) Percentage of total cost (%) 
Bangkok-Vientiane 547 131 24 
Bangkok-Hanoi 2907 757 26 
Bangkok-Phnom Penh-Hochiminh city 751 381 51 
Bangkok-Yangon 760 150 20 

 

IV.   CONCLUSION 
This study shows that globally Western European countries 

and developed Asian countries are equally well developed 
with respect to logistics infrastructures. These countries 
present a high level of development and maintenance. Some 
countries of ECA are now new EU members. This new 
membership could allow them to develop their logistics 
systems. Regarding the costs, Asian transportation is cheaper 
than European, as expected. It is noted here that free border 
crossing is a real advantage for EU members. If the border 
crossing tariff in Asia can be negotiated, it will encourage 
more trade. 
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Is the cost function still linear? 
An empirical study 

Bassam Baroma 
 

Abstract—the main objective of this study is to estimate the 
cost function behavior amid the new manufacturing 
environment. Because accountants have always assumed 
linearity of the cost function and economists the converse 
(non-linearity), this study’s goal is to discover its actual 
behavior (linear or non-linear). This study depends upon 
descriptive and inductive extrapolations of the cost function: 
by collecting actual cost data from two companies. The first 
one represents traditional manufacturing environment (T) 
whilst the second new manufacturing environment (M) for 24 
months from {1/1/2010- 1/1/2012}.  Results indicate that the 
best model to represent the cost function for (T) company is 
non-linear (logarithmic model) (R2 =92.1%); conversely, the 
best model for (M) company is in fact the multiple linear one 
(R2 =71.2%), following its non-linear counterpart (logarithmic 
model) (R2 =67.2%). 

Key words—linear cost function, non-linear cost function, cost 
classification, Activity Based Costing, Egypt 

I. INTRODUCTION 

Accounting literature has hitherto assumed the linearity of 

the cost function; hypotheses call for variable costs to change 
alongside variations in production volumes and for fixed costs 
to remain unvaried. The assumption about linear cost function 
by accountants was due to the following reasons[1], and [12]: 

a) The production process and Industrial environment were 
simply and there were availability of production materials, 
labors and other services 

 b) Regular or traditional level of technology used by 
industries.  

 c) The desire of Accountants to ease the calculations of cost 
of product unit and ease to prepare cost function. 

 

 

 

 

All previous factors led to use of an approximate cost function 
en lieu of a real one; and with the appearance of new 
manufacturing variables. Because the volume of production 
was not the only variable influencing cost function behavior, 
the importance of estimating it decreased. Thence 
costdefinition shifted from the concept of cost based on 
volume to the concept of activity-based costing and cost 
classification shifted from variable cost and fixed cost to 
flexible cost and committed cost . 

II. DISADVANTAGES OF VOLUME BASED COSTING SYSTEM 
 

The volume based costing system uses drivers related to the 
volume to aggregate costs, such as direct labor, machine hour 
and direct material; it also measures the consumption of 
overhead resources[9],[11], and[12]. 

Risks related to the application of the volume based costing 
system are the following:  

a) Clear cause- and-effect relationship between cost 
accumulation and activity unit. 

b) Simple production process rely upon judgmental allocation 
bases. 

c) Distorts the cost of activity unit. 

III. FEATURES OF NEW MANUFACTURING ENVIRONMENT  
 

There are many features within new manufacturing 
environment, namely the following[17]: 

a) The elements of variable costs in the short run are direct 
materials and power and the remaining elements represent 
fixed costs. Moreover, they are increasing in non-financial 
measures and decreasing in financial measures 

b) The time of product life cycle decreased, so the importance 
of traditional cost report decreased in the operational control. 
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c) There exists increasing importance for activity based 
costing which helps implementation control upon cost drivers  

d) A fall in the percentage ratio of direct labor to total costs. 

e) Decreasing in the cost of product within achieving 
economies of scale[2].  

(f) The greater in the production of finished goods, the shorter 
in the products’ life cycle 

IV. ACTIVITY BASED COSTING (ABC): BACKGROUND, 
DEFINITION AND ELEMENTS 

 

The introduction of activity based costing (ABC) began in the 
late 1980s by Prof. Kaplan and Prof. Cooper in the Harvard 
Business School. They published many papers together related 
to ABC such as “Relevance lost: the rise and fall of 
management accounting” and “Relevance regained”. The 
activity based costing system involves the utilization of a 
diversity of cost drivers containing volume-based cost drivers 
and non-volume- based cost drivers. The definition of volume-
based cost drivers relates to the fact that cost drivers, 
consuming by products, are proportional to product volume. 
Other cost drivers which are not related to volume-based cost 
drivers are considered as non-volume-based cost drivers[5], 
[6], and [14].  

Activity based costing (ABC) uses non-volume-based cost 
drivers (activities) as cost drivers instead of volume of 
production such as number of setup, purchase order, 
inspections, parts, and the time spent on activities[7], and [9]. 

In general, the activity based costing system is defined as a 
costing system which uses a range of cost drivers associated to 
product volume[4], and[13]. 

The difference between volume-based system and non-volume 
based system (ABC system) is that volume based system uses 
only one large cost pool in a large cost center (may be a 
department or a manufacturing unit), whereas in ABC system 
a traditional cost center may accommodate several cost pools 
to reflect diversity in non-volume based cost drivers[9], [16], 
and [18]. 

The use of activities as cost drivers leads to a distinctive 
between value added and non-value added activities and 
enhances firm operations performance. 

V. RESEARCH METHODOLOGIES   

A. Data collection and variables definition 

This paper uses the descriptive inductive approach to analyze 
the results of empirical study and describes the types and 
forms of cost functions. It collects actual cost data related to 
two types of manufacturing firms, traditional manufacturing 
environment (T) and new manufacturing environment (M), for 
24 months from (1/1/2010 to 1/1/2012), to arrive a proposal 
model to cost function.  

B. Model development 
This study depends on statistical regression models to estimate 
the forms and types of cost functions. The models use divided 
to: (a) linear regression models contain simple linear 
regression and multiple linear regressions. (b) Non-linear 
regression models contain Logarithmic model (LOG), Growth 
model and power model. 

VI. STATISTICAL ANALYSIS AND RESULTS  
The objective of this study is estimating the form and type of 
cost function within the traditional environment represented 
by (T) company, and new environment represented by (M) 
company. The study has applied linear and non-linear models 
to estimate the cost function (linear or non-linear function) 
using actual data from two companies (T and M). Table (I) 
summarizes the results for applying linear and non-linear 
models using R2 (which represents the percentage change in 
dependent variable due to change in independent variables). 

TABLE I 

Models applied                                              R2                                  
SIG (F) 

_________________________________________________ 

Firstly: Linear models 

1-simple linear regression 

1-1-linear function 

(T) Company                                                  68.1%                               
0.001 

(M) Company                                                 14%                                  
0.126 

1-2-quadratic function 

(T) Company                                                  68.6%                               
0.005 

(M) Company                                                 19.6%                               
0.195 
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1-3-cubic function 

(T) Company                                                  68.6%                               
0.005 

(M) Company                                                 19.6%                               
0.195 

2-multiple linear regression: 

(T) Company                                                  89.8%                                
0.385 

(M) Company                                                 71.4%                                
0.138 

Secondly: non-linear regression 

Logarithmic model (Enter method) 

(T) Company                                                  92.1%                                
0.308 

(M) Company                                                 67.2%                                
0.206 

__________________________________________________ 

The study shows (from the previous statistical analysis for the 
two companies) the following: (using R2) 

A. Simple linear models 

11.1.1. Linear function 

The previous table shows that R2   for (T) company = 68.1% 
(this means that 68.1% of all differences in dependent variable 
(total costs) are due to the independent variable (volume of 
production), and this percentage is more than R2 in the (M) 
company =14% (A very small proportion in comparing with 
(T) company). The first result supports the prevailing 
assumption among accountants concerning the linearity of the 
cost function and how the volume of production is considered 
the main driver for all costs. In the second company (M), there 
are other variables with a greater impact on the cost function 
such as: achieving higher quality; change in cost object; 
diversity and complexity for the products; returns from 
technological changes; achieving economies of scale in the 
long time; and emergence of Activity Based Costing. 

11.1.2. Quadratic and cubic functions 

The previous table shows that R2 is the same for (T) company 
(for two functions) =68.6% (this means that 68.6% of all 
differences in dependent variable (total costs) are due to 

independent variable (volume of production). On the other 
hand, R2 is the same for (M) company (for two functions) but 
less for (T) company= 19.6% (this means that 19.6% of all 
differences in dependent variable (total costs) are due to 
independent variable (volume of production), and 80.4% due 
to other factors emergence in new manufacturing 
environment. 

To sum up: the best model proves that  the behavior of the 
cost function is quadratic or cubic for (T) or (M) company, 
and this result shows the unbecomingness  in the  prevailing 
assumption by accountants about the linearity of cost function 
(first class function). 

B. Multiple linear models 

The previous table shows that R2 for (T) company is more for 
(M) company, it advances 89.8% (this means that 89.8% of all 
differences in dependent variable (total costs) are due to 
independent variables (volume of production) and the residual 
little percentage is due to other factors. 

On the other hand, R2 for (M) company=71.4% which means 
71.4% of all differences in dependent variable (total costs) are 
due to independent variables (volume of production) and the 
residual percentage (28.6%) is due to other factors not 
included in the model and it is difficult to determine it. 

C. Non-linear model (logarithmic model) 
The previous table shows that R2 for (T) company is more for 
(M) company, it represents 92.1% (this means that 92.1% of 
all differences in dependent variable (total costs) are due to the 
logarithm of the independent variables which determined in 
traditional environment.   

 On the other hand, R2 for (M) company=67.2% (this means 
that 67.2% of all differences in dependent variable (total costs) 
are due to the logarithm of the independent variables and the 
residual percentage (32.8%) is due to other factors not 
included in the model and it is difficult to determine it. 

To sum up: the best model to represent the cost function for 
(T) company is non-linear model (logarithmic model) (R2 
=92.1%), then comes the multiple linear model (R2 =89.8%), 
indicating an assumption error in linear cost function under 
traditional production environment. In addition, the best model 
for (M) company is the multiple linear model (R2 =71.2%), 
preceding the non-linear model (logarithmic model) (R2 
=67.2%). 
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