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Plenary Lecture 1 
 

Discrete Lyapunov Controllers for an Actuator in Camless Engines 
 

 
 

Professor Paolo Mercorelli 
Leuphana University of Lueneburg 

Germany 
E-mail: mercorelli@uni.leuphana.de 

 
Abstract: This paper deals with a hybrid actuator composed by a piezo and a hydraulic part 
controlled using two cascade Lyapunov controllers for camless engine motor applications. The 
idea is to use the advantages of both, the high precision of the piezo and the force of the 
hydraulic part. In fact, piezoelectric actuators (PEAs) are commonly used for precision 
positionings, despite PEAs present nonlinearities, such as hysteresis, satura- tions, and creep. In 
the control problem such nonlinearities must be taken into account. In this paper the Preisach 
dynamic model with the above mentioned nonlinearities is considered together with cascade 
controllers which are Lyapunov based. The sampled control laws are derived using the well 
known Backward Euler method. An analysis of the Backward and Forward Euler method is also 
presented. In particular, the hysteresis effect is considered and a model with a switching 
function is used also for the controller design. Simulations with real data are shown. 
  
Brief Biography of the Speaker: Paolo Mercorelli received the (Laurea) M.S. degree in 
Electronic Engineering from the University of Florence, Florence, Italy, in 1992, and the Ph.D. 
degree in Systems Engineering from the University of Bologna, Bologna, Italy, in 1998. In 1997, 
he was a Visiting Researcher for one year in the Department of Mechanical and Environmental 
Engineering, University of California, Santa Barbara, USA. From 1998 to 2001, he was a 
Postdoctoral Researcher with Asea Brown Boveri, Heidelberg, Germany. From 2002 to 2005, he 
was a Senior Researcher with the Institute of Automation and Informatics, Wernigerode, 
Germany, where he was the Leader of the Control Group. From 2005 to 2011, he was an 
Associate Professor of Process Informatics with Ostfalia University of Applied Sciences, 
Wolfsburg, Germany. In 2010 he received the call from the German University in Cairo (Egypt) 
for a Full Professorship (Chair) in Mechatronics which he declined. In 2011 he was a Visiting 
Professor at Villanova University, Philadelphia, USA. Since 2012 he has been a Full Professor 
(Chair) of Control and Drive Systems at the Institute of Product and Process Innovation, 
Leuphana University of Lueneburg, Lueneburg, Germany. 
Research interests: His current research interests include mechatronics, automatic control, 
signal processing, wavelets; sensorless control; Kalman filter, camless control, knock control, 
lambda control, robotics. 
 
The full paper of this lecture can be found on page 19 of the Proceedings of the 2014 
International Conference on Circuits, Systems and Control, as well as in the CD-ROM 
proceedings. 
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Plenary Lecture 2 
 

EMG-Analysis for Intelligent Robotic based Rehabilitation 
 
 
 

Professor Thomas Schrader 
University of Applied Sciences Brandenburg 

Germany 
E-mail: thomas.schrader@computer.org 

 
Abstract: The establishment of wireless sensor network (WSN) technology in physiotherapy and 
rehabilitation is a clue for improvement of the thera- peutic process, quality assessment and 
development of supporting tech- nologies such as robotics. Especially for complex therapeutic 
interventions such as sensorimotor training, a continuous monitoring during the ther- apy as 
well as for all sessions would be quite useful. For the usage of robotic support in rehabilitation 
various input informa- tion about the status of patient and his/her activity status of various 
muscles have to be detected and evaluated. The critical point for robotic intervention is the 
response time. Under physiotherapeutic and rehabilita- tion conditions, the robotic device 
should be able to react differently and in various patterns. A complex analysis procedure of 
input signals such as EMG is essential to ensure an effective response of the robot. However 
sensor nodes in a wireless (body) area network have limited resources for calculating and 
storage processes. A stepwise procedure with distributed analysis tasks is proposed. 
Electromyogram (EMG) measurements of eight muscles were collected and evaluated in an 
experimental setting of a sensorimotor training using different types of balance boards. Fast 
and easy methods for detection of activity and rest states based on time domain analysis using 
low pass IIR filter und dynamic threshold adaption. These procedures can be done on the 
sensor nodes themselves or special calculation nodes in the network. More advanced methods 
in frequency domain or analysis of dynamical system behavior request much more system 
power in calculation as well as storage. These tasks could be done on the level of mobile 
devices such as mobile phones or tablet computer. A broad range of resources can be provided 
by cloud/internet. Such level based organization of analysis and system control can be com- 
pared with biological systems such as human nervous system. 
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Plenary Lecture 3 
 

Atmospheric Boundary Layer Effects on Aerodynamics of NREL Phase VI Windturbine in 
Parked Condition 

 

 
 

Professor Mohammad Moshfeghi 
Sogang University, South Korea 

E-mail: mmoshfeghi@sogang.ac.kr 
 

Abstract: In a natural condition, the wind is affected by the groundcover and the type of 
terrains which impose vertical velocity profile to the wind. This wind profile, which is also called 
atmospheric boundary layer (ABL), dramatically influences the aerodynamic behaviors and 
loadings of horizontalaxis wind turbines. However, for the sake of simplicity, many numerical 
simulations only deal with the uniform wind speed. To consider the effects of the ABL, 
numerical simulations of the two-bladed NREL Phase VI wind turbines aerodynamicat the 
parked condition are conducted under both uniform and ABL. The Deaves-Harris (DH)model is 
applied to the ABL. The wind turbine blades are kept at the six o’clock position and are 
considered at two different pitch angles. The aerodynamic forces and moments of the uniform 
the DH model are compared.The results show that the pitch angle at which the HAWT is parked 
plays an important role on the blade loading. Also it is observed that for the fully separated 
conditions, the Down-blade and the blade in the uniform wind are under approximately similar 
aerodynamic loadings, while the Up-blade encounters more aerodynamic loads, which is even 
noticeable value for this small wind turbine. This in turn means that for an appropriate and 
exact design, effects of ABL should be considered with more care. 
  
Brief Biography of the Speaker: Dr. Mohammad Moshfeghi works in Multi-phenomena CFD 
Engineerng Research Center (ERC) Sogang University, Seoul, South Korea. He is also Lecturer in 
Qazvin Azad University. He has a registered patent: "Split-Blade For Horizontal Axis Wind 
Turbines" (Inventors: Mohammad Moshfeghi, Nahmkeon Hur). 
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Plenary Lecture 4 
 

Laminar and Turbulent Simulations of Several TVD Schemes in Two-Dimensions 
 

 
 

Professor Edisson S. G. Maciel 
Federal University of Great Dourados, Brazil 

E-mail: edisavio@edissonsavio.eng.br 
 

Abstract: This work, first part of this study, describes five numerical tools to perform perfect 
gas simulations of the laminar and turbulent viscous flow in two-dimensions. The Van Leer, 
Harten, Frink, Parikh and Pirzadeh, Liou and Steffen Jr. and Radespiel and Kroll schemes, in their 
first- and second-order versions, are implemented to accomplish the numerical simulations. 
The Navier-Stokes equations, on a finite volume context and employing structured spatial 
discretization, are applied to solve the supersonic flow along a ramp in two-dimensions. Three 
turbulence models are applied to close the system, namely: Cebeci and Smith, Baldwin and 
Lomax and Sparlat and Allmaras. On the one hand, the second-order version of the Van Leer, 
Frink, Parikh and Pirzadeh, Liou and Sreffen Jr., and Radespiel and Kroll schemes is obtained 
from a “MUSCL” extrapolation procedure, whereas on the other hand, the second order version 
of the Harten scheme is obtained from the modified flux function approach. The convergence 
process is accelerated to the steady state condition through a spatially variable time step 
procedure, which has proved effective gains in terms of computational acceleration (see 
Maciel). The results have shown that, with the exception of the Harten scheme, all other 
schemes have yielded the best result in terms of the prediction of the shock angle at the ramp. 
Moreover, the wall pressure distribution is also better predicted by the Van Leer scheme. This 
work treats the laminar first- and second-order and the Cebeci and Smith second- order results 
obtained by the five schemes. 
  
Brief Biography of the Speaker: Professor Edisson Sávio de Góes Maciel was born in Recife, 
Pernambuco, Brazil in 1969, February, 25. He studied in Pernambuco until obtains his Master 
degree in Thermal Engineering, in 1996, August. With the desire of study aerospace and 
aeronautical problems using numerical methods as tools, he obtains his Doctor degree in 
Aeronautical Engineering, in 2002, December, in ITA and his Post-Doctor degree in Aerospace 
Engineering, in 2009, July, also in ITA. He is currently Professor at UFGD (Federal University of 
Great Dourados) – Mato Grosso do Sul – Brasil. He is author in 47 papers in international 
journals, 2 books, 67 papers in international conference proceedings. His research interestes 
includes a) Applications of the Euler equations to solve inviscid perfect gas 2D and 3D flows 
(Structured and unstructured discretizations) b) Applications of the Navier-Stokes equations to 
solve viscous perfect gas 2D and 3D flows (Structured and unstructured discretizations) c) 
Applications of the Euler and Navier-Stokes to solve magneto gas dynamics flows 2D and 3D; 
(Structured and unstructured discretizations) d) Applications of algebraic, one-equation, and 
two-equations turbulence models to predict turbulent effects in viscous 2D flows (Structured 
and unstructured discretizations), e) Study of artificial dissipation models to centered schemes 
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in 2D and 3D spaces (Structured and unstructures discretizations) f)Applications of the Euler 
and Navier-Stokes equations to solve reentry flows in the Earth atmosphere and entry flows in 
Mars atmosphere in 2D and 3D (Structured and unstructured discretizations). 
 
The full paper of this lecture can be found on page 79 of the Proceedings of the 2014 
International Conference on Mechanics, Fluid Mechanics, Heat and Mass Transfer, as well as 
in the CD-ROM proceedings. 
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Plenary Lecture 5 
 

The Flocking Based and GPU Accelerated Internet Traffic Classification 
 

 
 

Professor Zhiguang Xu 
Valdosta State University 

USA 
E-mail: zxu@valdosta.edu 

 
Abstract: Mainstream attentions have been brought to the issue of Internet traffic classification 
due to its political, economic, and legal impacts on appropriate use, pricing, and management 
of the Internet. Nowadays, both the research and operational communities prefer to classify 
network traffic through approaches that are based on the statistics of traffic flow features due 
to their high accuracy and improved robustness. However, these approaches are faced with 
two main challenges: identify key flow features that capture fundamental characteristics of 
different types of traffic in an unsupervised way; and complete the task of traffic classification 
with acceptable time and space costs. In this paper, we address these challenges using a 
biologically inspired computational model that imitates the flocking behavior of social animals 
(e.g. birds) and implement it in the form of parallel programs on the Graphics Processing Unit 
(GPU) based platform of CUDA from NVIDIA™. The experimental results demonstrate that our 
flocking model accelerated by GPU can not only effectively select and prioritize key flow 
features to classify both well-known and unseen network traffic into different categories, but 
also get the job done significantly faster than its traditional CPU-based counterparts due to the 
high magnitude of parallelism that it exhibits. 
  
Brief Biography of the Speaker: Prof. Zhiguang Xu received his Ph.D. in Computer Science from 
University of Central Florida, FL, USA in 2001. He is currently Professor of Computer Science in 
the Department of Math and Computer Science at Valdosta State University, GA, USA. His 
research and teaching interests include Computer Networking, Artificial Intelligence, Parallel 
and Distributed Computing, and Computer Science Education. Professor Xu is author or co-
author of more than 25 published papers in refereed journals or conference proceedings. He 
has been awarded many grants from both academic and industrial entities. He is actively 
serving as committee member, reviewer, or lecturer of many national and international 
conferences and organizations. 
 
The full paper of this lecture can be found on page 88 of the Proceedings of the 2014 
International Conference on Mathematical Methods, Mathematical Models and Simulation in 
Science and Engineering, as well as in the CD-ROM proceedings. 
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Plenary Lecture 6 
 

The State of Civil Political Culture among Youth: Goals and Results of Education 
 

 
 

Professor Irina Dolinina 
Perm National Research University, Russia 

E-mail: irina_edu@mail.ru 
 

Abstract: Political culture is viewed as a phenomenon of social reality. Attitudes toward it (its 
meaning or significance) are historically conditioned. This research studies enduring 
presuppositions about (dispositions toward) society and the state, and how these are reflected 
in conscious stereotypes and cognitive structures among young people within the sociocultural 
mechanisms that form and modify the basic characteristics of political culture. 
  
Brief Biography of the Speaker: Prof. Irina Dolinina was born in 1960, in Perm, Russia. She is 
Team Leader in the Research Project «Formation of the political culture of the students», and 
Professor of Philosophy and Law of the Faculty of Humanities, Perm National Research 
Technical University since 2012. She has received a lot of honors and awards (2012 - Diploma of 
the All-Russian Roswitha fund national education and the Education Committee of the State 
Duma of the Federal Assembly of the Russian Federation. 2013 - Diploma of the All-Russian 
Roswitha fund national education and the Education Committee of the State Duma of the 
Federal Assembly of the Russian Federation. Diploma-Russian contest "Best Science Book in the 
humanitarian sphere - 2013). Prof. Dolinina has various progessional organizations and 
activities. 
(Expert on the legislative activities of the Council of Federation of Russia. Board member of the 
Interregional Association "For civic education." Director of the Research Centre of the political 
culture). 
 
The full paper of this lecture can be found on page 57 of the Proceedings of the 2014 
International Conference on Educational Technologies and Education, as well as in the CD-
ROM proceedings. 
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Abstract—Thermodynamic analysis of the Stirling engine’s 

performance has been conducted, using specially designed 

computing codes along with the thermal balance study of the 

technology. The performance of the unit has been evaluated 

considering different operational conditions, which include the 

electrical and thermal production, working fluid mean pressure or 

mass, components geometrical sizing. The thermal-economic 

evaluation represents an effective tool to optimize a power plant with 

this type of technology. This study presents a mathematical model 

that includes a set of equations able to describe and simulate the 

physical system, as well as a set of equations that define the cost of 

each plant component. This paper presents a numerical study 

faithfully simulating the real conditions of a micro-CHP unit based 

on an alpha type Stirling Engine. The simulations were performed 

through a MatLab® code that assesses the thermodynamic efficiency, 

including heat transfer limitations and pumping losses throughout the 

system. Results showed the Stirling engine performance depends on 

geometrical and physical parameters which optimization is required 

in order to obtain the best performance. It is verified that cost 

estimation based on sizing and quality parameters has a good 

correlation with the capital investment costs of commercial models.  

 

Keywords—CHP Applications, High-efficient energy 

conversion, Stirling engines, Cost estimation.  

I. INTRODUCTION 

URRENTLY, there is a strong pressure for the 

development of energy systems able to deliver a less 

pollutant and more efficient energy conversion process. The 

growing worldwide demand for those energy conversion 
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systems has led to a renewed attention in the use of 

cogeneration technologies. The concept of micro-Combined 

Heat and Power (µ-CHP) or micro cogeneration has been a 

known for long time. Cogeneration systems have the ability to 

produce both useful thermal energy and electricity from a 

single source of fuel. Concerning to this framework, great 

interest has been shown in low power systems able to deliver 

an energy output of 1-10 kWe [1], [2]. These power plants are 

specially designed to cover fairly higher heat loads, which 

appears to be a good opportunity to meet the global energy 

needs of households [3].  

Stirling Engines (SE) technology is based on an external 

combustion or other external heat-source, thus allowing the 

use of different primary energy sources including fossil fuels 

(oil derived or natural gas) and renewable energies (solar or 

biomass). In these engines, the working gas (e.g. helium, 

hydrogen, nitrogen or air) operates on a closed regenerative 

thermodynamic cycle, with cyclic compression and expansion 

of the working gas at different temperature levels [4]. Despite 

the fact that this technology is not widely used, there is a 

proved interest on Stirling engines because of their high-

global efficiency, good performance at partial load, fuel 

flexibility and low gas and noise emission levels [5]. Stirling 

engines have the potential of achieving higher efficiencies 

because they closely approach the Carnot cycle. Presently, 

these engines are able to get an electrical efficiency of about 

30% and a total efficiency of 85-98% (based on Low Heating 

Value, LHV) operating in cogeneration mode [6]. Commonly, 

the potential heat sources for SE operation are fossil fuels and 

solar energy. Nevertheless, more recently, several recent 

practical applications uses biomass or the waste heat as fuel 

[7]. Also, the nature of external combustion means that there 

is no transient combustion or mechanical valves; therefore 

with careful technical design, a low-noise and low-vibration 

system can be achieved. The SE is also characterized by 

longer operational lifetimes when compared with internal 

combustion engines. 

Nevertheless, there are some limitations for SE 

technologies. Some components of the engine should be 

manufactured with special alloys because of the high 

temperature and pressure operational conditions endured by 

the system. This increases the production costs requiring, 

therefore, high investment costs. Plus, the choice of the 

“ideal” gas can bring some difficulties associated with its 
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ability to diffuse through materials, which works at high 

operation pressures.  

Despite these limitative aspects of SE, this technology 

fulfils a number of requirements for thermal applications. 

Table I presents the actual energy requirements and the 

attractive features of the SE technology.  

 
TABLE I. POWER PLANT NEEDS AND ATTRACTIVE FEATURES OF SE  

Technological Needs SE Characteristics 

Reducing conventional fuels use Flexible fuel sources 

Increasing fossil fuel costs Low fuel consumption 

Use of alternative fuels Low noise and vibrational levels 

Reduction of gas emissions Clean combustion 

Waste heat recovery High thermal efficiency 

 

The Stirling engine performance depends on geometrical 

and physical features of the engine and on the working fluid 

properties, such as regenerator effectiveness, engine swept 

and dead volumes or the temperature of heat sources. Several 

studies have been reported in the literature concerning to the 

study of SE optimization for small and micro-scale 

applications. Puech and Tishkova [8] performed a 

thermodynamic analysis of a Stirling engine conducting an 

investigation about the influence of regenerator dead volume. 

The results showed that the dead volume amplifies the 

imperfect regeneration effect. Boucher et al. [9] related a 

theoretical study of the dynamic behaviour of a dual free-

piston Stirling engine coupled with an asynchronous linear 

alternator. The objective was the evaluation of the thermo-

mechanical conditions for a stable operation of the engine. 

Formosa and Despesse [10] developed an analytical 

thermodynamic model to study a free-piston Stirling engine 

architecture. The model integrated the analysis of the 

regenerator efficiency and conduction losses, the pressure 

drops and the heat exchangers effectiveness. The model was 

validated using the whole range of the experimental data 

available from the General Motor GPU-3 Stirling engine 

prototype. The influence of the technological and operating 

parameters on Stirling engine performance was investigated. 

The results from the simplified model and the data from the 

experiment showed a reasonable correlation. Rogdakis et al. 

[1] studied a Solo Stirling Engine V161 cogeneration module 

via a thermodynamic analysis. Calculations were conducted 

using different operational conditions concerning the heat load 

of the engine and the produced electrical power. The authors 

achieved good results in terms of electrical and thermal 

efficiencies as well as a positive primary energy saving.  

Asnaghi et al. [11] also performed a numerical simulation 

and thermodynamic analysis of SOLO 161 Solar Stirling 

engine. He and his co-authors considered several imperfect 

working conditions, pistons’ dead volumes, and work losses 

in the simulation process. According to their studies, 

regenerator effectiveness, heater and cooler temperatures, 

working gas, phase difference, average engine pressure, and 

dead volumes are parameters that affect Stirling engine 

performance, which was estimated for different input 

considerations. Also, the results indicated that the increase in 

the heater and cooler temperature difference and the decrease 

in the dead volumes will lead to an increase in thermal 

efficiency. Kongtragool and Wongwises [12] investigated the 

effect of regenerator effectiveness and dead volume on the 

engine network; heat input and efficiency by using a 

theoretical investigation on the thermodynamic analysis of a 

Stirling engine.  

Besides the thermodynamic efficiency evaluation, it is of 

utmost importance to integrate technical variables and the 

costs in order to simultaneously optimize the physical and the 

economic output. 

Thermal-economics combines thermodynamic analysis and 

economic principles, in each of power plant components, in 

order to evaluate the costs of energy production. These 

analysis can be useful to disclose the most cost-effective 

components and thus in improvement of the overall system 

design [13]. This type of evaluation requires the definition of 

a thermodynamic and economic model of the system [14]. In 

literature, different studies can be found concerning the 

thermal-economic optimization of power plants for CHP 

applications, that apply different methodologies and 

approaches [13], [15]–[19]. 

The main objective of this study is to analyse an alpha 

Stirling engine (non-ideal analysis), by trying to disclose the 

best operational parameters for a SE engine for cogeneration 

applications. The paper presents a mathematical model able to 

describe the physical system, using a software-code developed 

in the MatLab® environment. The physical model was based 

on the work of Urieli and Berchowitz [20] while the cost 

equations were developed based on a methodology also 

applied in gas turbines optimization [14]. Cost equations 

depend on physical parameters that also affect the 

thermodynamic performance of the engine and the solution 

will be the combination of parameter values that will lead to 

the best economic output. The system costs are estimated for 

the best physical model result. 

II. SYSTEM DESCRIPTION 

This study is focused on the optimization of a CHP system 

based on a Stirling engine as prime mover, able to produce 1-5 

kW of electricity and a larger heat load considering a heat-to-

power ratio of about 3.5 to 5.0. This case study pretends to 

analyse a system able to fulfil the energy requirements of a 

residential dwelling. Accordingly to the literature [3], for 

individual dwellings, most decentralized energy systems are 

characterized by a thermal power output in the range of 2-35 

kWth. 

The chosen alpha-Stirling configuration consists of two 

mechanically linked pistons located in separate cylinders that 

define the compression and expansion spaces. The working 

gas flows between these two spaces by alternate crossing of, a 

low temperature heat exchanger (cooler), a regenerator and a 

high temperature heat exchanger (heater), connected in series. 
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Thus, the engine is considered as a set of five connected 

components, consisting of the compression space (c), cooler 

(k), regenerator (r), heater (h) and the expansion space (e). 

Each engine component represents an entity endowed with its 

respective volume (V), temperature (T), absolute pressure (p) 

and mass (m). Fig. 1 shows a general representation of a SE 

with thermal interfaces.  

Heat is transferred from the external heat source to the 

working gas in the heater, cyclically stored and recovered in 

the regenerator, and rejected by the working gas in the cooler. 

Thus, Stirling engine works between two temperatures Th and 

Tc (hot and cold sink, respectively). These temperatures 

correspond to the values of 725 K and 353 K, respectively. 

The value for the hot temperature was assumed considering 

that the energy source is concentred solar radiation. The cold 

sink of the engine is refrigerated by a mass flow of water 

which removes heat from the cooler to produce hot water. It 

was assumed that the mass flow of water is heated from 288 K 

to 343 K. 
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Fig. 1 Representation of a general Stirling Engine. 

 

Several input parameters are required for the analysis. The 

mass of the operating gas is determined by the Schmidt 

analysis [21], which requires some design parameters: mean 

operating pressure (pmean), cylinder swept volumes, clearance 

volumes, hot and cold temperatures.  

Three working fluids have been previously studied [22]: 

air, helium and hydrogen. Hydrogen and helium were selected 

here to perform the numerical simulations due to their best 

results in terms of engine efficiency [23]. On one hand, the 

working gas should have a high thermal conductivity, for 

improved efficacy of the heat exchangers, and a low density 

and specific heat capacity so that a given amount of heat leads 

to a larger increase in pressure or volume. The combined 

property is the thermal diffusivity (thermal conductivity 

divided by density and heat capacity) and helium is the best 

option. On the other hand, a lower dynamic viscosity and 

density reduces the pumping losses, improving engine specific 

power and efficiency. Hydrogen scores better here, primarily 

because the engine can run at higher speeds [22]. 

III. MATHEMATICAL MODEL 

A. Physical Model  

The mathematical model in the present works integrates 

two analyses to reach the numerical solution of the 

thermodynamic cycle. Firstly, it invokes an Ideal Adiabatic 

simulation and, sequentially, a Non-ideal simulation that 

evaluate the heat transfer and pressure loss effects in the 

Stirling engine [22].   

In the adiabatic analysis, the model is treated as a "quasi 

steady-flow" system. A set of ordinary differential equations 

is iteratively solved, considering an initial-value problem in 

which the initial values of all the variables are known and the 

equations are integrated from that initial state over a complete 

engine cycle.  The final state of the cycle is then used as a new 

initial-value for a new cycle and several iterations are made 

until cycle convergence is obtained. The resulting equations 

are linked by applying the mass and energy equations across 

the entire system. Enthalpy is transported by means of mass 

flow and temperature at each component. In the Ideal 

Adiabatic analysis, the energy equation can be written as in 

(1) 

  p in in p out out vdQ C T dm C T dm dW C d mT     (1) 

where the derivative operator is denoted by d, thus for 

example dm refers to the mass derivative dm/dθ, where θ is 

crank the cycle angle. 

After running the Ideal adiabatic analysis, the numerical 

process follows with a Non-Ideal simulation which includes 

the effects of non-perfect regeneration and the pumping 

losses. The term “pumping loss” refers to the work required to 

press on the working gas through the heat exchangers and 

regenerator, thus reducing the net power output of the engine. 

The non-ideal effects of the regeneration are mainly due to the 

convective thermal resistance between the gas and the 

regenerator surface, and can be modelled by using the Number 

of Transfer Units (NTU) method, with NTU defined in terms 

of a Stanton number (St), as in (2): 

 1
St

2
wA

NTU
A

    
 

 (2) 

where Aw refers to the wall/gas, or "wetted" area of the heat 

exchanger surface and A is the free flow area through the 

matrix. The St can be defined as in (3): 

 St
p

h

uc
  (3) 

where h is the convective heat transfer coefficient, ρ is the 

gas density, u is the velocity and cp is the specific heat 

capacity of the gas. The factor 2 in Eq. (2) is due to the fact 

that St is usually defined for heat transfer from a gas stream to 

a wall, whereas in the cyclic process of the regenerator, heat is 

also transferred from the matrix to the gas flow. In the 

“loading” process, the hot working gas is pre-cooled, while 

flowing through the regenerator from the heater to the cooler, 

transferring heat to the regenerator matrix. Then, in the 

reverse process, the heat that was previously stored in the 

matrix is “discharged” and pre-heats the cold gas that flows 

into the heater and expansion space. The regenerator 

effectiveness for Stirling engines can be defined as the ratio 

between the real amount of heat transferred from the matrix to 

the working fluid and the maximum possible amount of pre-

heating used in the ideal adiabatic model. The regenerator 

effectiveness can be obtained by (4). 
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The effectiveness of the heater and cooler can also be 

evaluated by NTU method, considering constraint wall 

temperatures. The heat exchanger effectiveness for both 

exchangers are defined as in (5). 

 1 NTUe    (5) 

The mean effective temperatures in the heater (Th) and the 

cooler (Tk) are, respectively, lower and higher than the 

corresponding heat exchanger wall temperatures, heater (Th,w) 

and cooler (Tk,w). This implies that the engine is operating 

between lower temperature limits than originally specified 

which effectively reduces the thermodynamic engine 

efficiency (see Fig. 2). 
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Fig. 2 Evolution of heater, cooler and regenerator effective 

temperatures for non-ideal analysis. 

 

So, the total heat transfer can be calculated as in (6): 

  w wQ h A T T    (6) 

where Tw is the wall temperature, and T the mean effective gas 

temperature (heater or cooler). As the temperatures are 

determined iteratively, Qh and Qk can be evaluated and the 

regenerator heat transfer reduction, Qrloss, is quantified in 

terms of the regenerator effectiveness. Thus, the reduction of 

heat transfer in the regenerator can be quantified as in (7). 

   ,1rloss r r idealQ Q    (7) 

The less heat transfer in the regenerator leads to increases in 

the heats of the hot and cold sources so that, the heat for both 

heat exchangers is determined in (8) and (9), respectively. 

 
,k k ideal rlossQ Q Q   (8) 

 
,h h ideal rlossQ Q Q   (9) 

Fluid friction associated with the flow through the heat 

exchangers, results in a pressure drop, reducing the output 

power of the engine. The pressure drop (ΔP) is taken over the 

three heat exchangers and then, the value of the corresponding 

work can be achieved by integration over the complete cycle. 

The total engine work per cycle, W is given by (10):  

 

  e c eW P dV dV PdV      (10) 

 

where Ve and Vc are, respectively, the expansion and 

compression volumes. The first term in the equation 

represents the ideal adiabatic work done per cycle and the 

second one represents the pressure drop per cycle, ΔW, 

converted to work loss, as in (11): 

 

2 3
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e
i

i

dV
W P d

d






 
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 
  (11) 

where θ is the crank angle. The pressure drop is evaluated by 

(12). 

 
2

2 RefC uV
P

d A


   (12) 

where Cf  is the friction coefficient, Re is the Reynolds 

number, µ and u are the gas viscosity and velocity, d is the 

hydraulic diameter of the small parallel passages and V the 

void volume. The friction coefficient is the non-dimensional 

wall shear-stress, calculated according to (13): 

 
20.5

fC
u




  (13) 

where τ, is the wall shear stress,  ρ is the working fluid density 

and u is velocity. The choice of working gas is typically made, 

considering the gas that allows the best efficiencies.   

B. Cost Estimation of the Thermal Components 

The mathematical expressions that define the cost of each 

component were based on the methodology developed by 

Marechal et al. [24]. The costing methodology consists on a 

derivation of an expression for each component by integrating 

thermodynamic and cost coefficients adjusted for this kind of 

technology and also taking into account real market data. Each 

cost equation was defined considering some of the physical 

variables that integrate the thermodynamic model. These 

variables can be divided in size and quality variables.  

In terms of methodology, the equations were defined 

considering that the cost of each component of the system, 

being defined a purchase cost equation representative of each 

component. Thus, the cost equation was defined according to: 

C=Cref·Fm·Fc.  

The term Cref is the reference cost coefficient which 

corresponds to a cost per unit of (one or more than one) 

physical parameter. The term Fm is the sizing factor which 

scales the system component from a reference case, as 

presented in (14):  

 

b

i
m ref

ref

F
F F

F

 
   

 

 (14) 

 

where Fref and Fi are the reference and the physical variable 

value and b the sizing exponent. Due to the high temperatures 

at which certain system components operates, an additional 

term can be included into the cost component equation. The 

temperature factor, FT, can be defined as in (15). 
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This temperature factor was included into the purchase cost 

equation of the heater and the regenerator.  The temperature 

factor is defined considering a constant, Ci, the reference and 

the effective temperature, Ti and Tref, respectively.  
As a result, the cost estimation can be performed in order to 

evaluate the overall cost of the system considering the cost 

share of each component. The purchase cost equations for 

heater, regenerator and cooler are presented by: (16), (17) and 

(18), respectively.  
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For the heater, regenerator and cooler, the equations relate 

the cost of the exchanger with its effective heat transfer area. 

In the specific case of the heater and regenerator, an additional 

correction term must be added in order to include the 

temperature effect in their cost. The design of these two 

special heat exchangers is affected by working fluid 

temperatures, pressures and the type of heat source. For 

instance, the flow at heater’s outer surface is characterized by 

a high temperature, low-pressure steady conditions, while, in 

the internal surface, the fluid flows at high temperature and 

high pressure, subjected to turbulence. These constraints make 

these thermal components more expensive because of the 

materials used in their manufacture.  Several correlations must 

be done before assuming the cost coefficients or the sizing 

exponents. The cost of each component is estimated 

considering a reference case from the available market. 

Reference values for the heat transfer area and cost 

coefficients are assumed by estimating their share in the total 

capital cost. Fig. 4 presents the regenerator cost estimation 

considering three different sizing exponents. The regenerator 

can be considered the heart of the Stirling engine; thus, 

adequate materials have to be used in its manufacturing 

because this special heat exchanger is responsible for the 

critical temperature changes in the working fluid. The heat 

transfer was calculated assuming that the regenerator has a 

fine wired matrix in order to improve the heat transfer process 

by exposing the maximum surface area of the matrix. 

Therefore, parameters such as the matrix porosity and the wire 

diameter are important to optimize in the design of the 

regenerator.  

A cost equation representative of the engine body must be 

also included. Thus, the engine bulk cost equation can be 

defined as in (19).  
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  (19) 

The power of Stirling engines is affected by changing the 

operational parameters such as the pressure, phase angle, 

volume and speed. 

 
Fig. 4 Regenerator cost estimation.  

 

Because of the complexity of system modelling, the engine 

bulk cost equation was estimated considering the volume and 

the mean pressure as the main relevant physical parameters in 

cost definition. Engine bulk cost includes the mean 

operational pressure of the system because of the 

proportionality between the mean pressure and the power 

output. Higher pressures also mean higher material costs and 

the need for better sealing solutions. Fig. 5 presents the engine 

bulk cost estimation as a function of the volume and mean 

operational pressure. 

 
Fig. 5 Engine bulk cost estimation.  

 

There is a significant variation on costs for different sizing 

parameters. Its choice must take into account the application 

and the power output of the thermal engine. Similar 

approaches were performed for the remaining components.  
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IV. RESULTS AND DISCUSSION 

A. Physical Model  

The simulations were carried out by running a non-ideal 

analysis which accounts for the pumping losses and the effects 

of non-perfect regeneration. Engine’s geometric 

characteristics for the cooler, regenerator and heater, as well 

as the cylinders volumes and other operating input parameters 

were defined as in table II. Simulations were carried out 

considering the heater and the cooler as smooth pipes and the 

regenerator a wired matrix. The geometric input parameters 

for the heat exchangers were already presented in [22]. 

 
TABLE II. INPUT PARAMETERS FOR SIMULATIONS 

Parameter,     value 

Cooler volume Vk , 106 cm3 

Heater volume Vh, 84.8 cm3 

Regenerator Volume Vr, 69.8 cm3 

Cylinders Swept volumes,   130 cm3 

Cylinders Clearance volumes,    25 cm3 

Phase angle,    90º 

Engine speed,    1500 rpm 

Tested working gases,    He, H2 

Tested mean pressure,     30 bar   

 

Fig. 6 shows the pressure versus compression space volume 

diagram (P-Vc), the pressure versus expansion space volume 

diagram (P-Ve) and the pressure versus total space volume (P-

V). This simulation was carried out considering the Helium as 

the working fluid.   

The pressure rises during the compression phase followed 

by the gas pre-heating phase, where it gets to its maximum 

value. The minimum pressure occurs in the reverse process, 

when the working gas is pre-cooled and the volume is at 

maximum, after the gas has been expanded. The regenerator 

pre-heating and pre-cooling phases are not exactly isochoric 

due to the sinusoidal volume variations of the two pistons. 

 
Fig. 6 Pressure versus space volume diagrams for pmean = 30 bar. 

 

Figure 7 presents the temperature variation in the heat 

exchangers, expansion and compression spaces. The working 

gas temperature in the compression and expansion spaces 

fluctuate along the cycle, while a mean effective temperatures 

for the working gas within heater and cooler is calculated. 

Results show that mean effective temperatures in heater and 

cooler are, respectively, lower and higher than the heat 

exchanger wall temperatures (671.4 K and 404.2 K, 

correspondingly). It is also found that temperature at the 

expansion space could exceed the hot gas temperature and that 

the temperature at compression space could be less than the 

cold fluid mean temperature, which could be explained by 

compression and expansion processes in the adjacent 

cylinders.  

 
Fig. 7 Temperature variation in the heat exchangers, expansion 

and compression spaces, for pmean = 30 bar. 

 

The transferred thermal energy and the total work output 

over an ideal adiabatic cycle are shown in Fig. 8.  

 
Fig. 8 Energy variation diagram for a pmean = 30 bar. 
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The maximum heat transferred to and from the regenerator 

matrix is higher than the energy transferred to heater or to the 

cooler. This reveals the importance of this SE component, 

since a loss in the heats transferred by the regenerator in the 

pre-heating and pre-cooling processes leads to an increase in 

the hot and cold source and thus to a significant decrease in 

engine efficiency. The maximum total work reached over a 

complete cycle is 492.4 J for a mean pressure of 30 bar. Work 

is proportional to the mean pressure, which rise leads to an 

increase of total work.  

Table III presents the results corresponding to a simulation 

performed at 1500 rpm and 30 bar, comparing helium and 

hydrogen performance. 

 
TABLE III. NON-IDEAL SIMULATIONS FOR HYDROGEN AND HELIUM  

Engine Speed (1500 rpm) He H2 

Hot source heat, Qh (J) 164.8 176.3 

Cold source heat, Qk (J) 118.1 124.4 

Regenerator reduction, Qrloss (J) 30.26 45.36 

Work (J) 46.96 52.08 

Power (kW) 1.17 1.30 

Efficiency (%) 28.5 29.6 

 

Despite small, hydrogen presents a better output in terms of 

engine thermal efficiency, 29.6% against 28.5% for the 

helium. Also, power output is greater for the engine working 

with the hydrogen. Nevertheless, the energy reduction at the 

regenerator reaches higher values. 

The working gas suffer friction when flowing through the 

heat exchangers. This effect results into pressure drop, which 

is higher for higher operational mean pressures and engine 

speed. In previous studies, it was proved that hydrogen is the 

working gas with lowest pressure drop. Also, the pressure 

drop is higher in the case of the regenerator, when compared 

with the heater and the cooler [22], [25]. 

Heat exchangers effectiveness is an important parameter for 

the evaluation of efficiency. Fig. 9 presents the heat exchanger 

effectiveness results considering helium and hydrogen at two 

different pressure values:  5 and 30 bar.  

 
Fig. 9 Effectiveness of the heat exchangers considering helium and 

hydrogen as working fluids at different values of mean pressure. 

The regenerator is the heat exchanger with higher 

effectiveness above 90% for all the tested cases, as in Fig. 9. 

Results also show that the heat exchangers effectiveness is 

slightly higher for helium when compared with hydrogen. 

Purely in heat transfer terms, helium is slightly better than 

hydrogen. Comparing the results for 5 and 30 bar, it is shown 

that the heat exchangers effectiveness decreases for higher 

values of mean pressure. 

B. Cost Estimation 

Considering the input conditions and using the calculated 

values from the physical model, the cost of the SE was 

estimated. Table IV presents the cost estimation for each 

system component as well as the total capital cost. 

 
TABLE IV. COST ESTIMATION 

System Component Cost (€) 

Heater 6 089.5 

Regenerator  4 916.5 

Cooler 2 509.8 

Engine bulk 7 884.4 

Total capital cost of  Stirling engine 21 400.0 

 

According to the results, the total cost of the equipment is 

21 400€. This value is relatively close to the capital 

investment cost of a Solo Stirling 161 (25 000€). Considering 

the cost of each system component, the heater, the 

regenerator, the cooler and the engine represent, respectively, 

28.5%, 23.0%, 11.7% and 36.8% of the total cost. Thus, the 

heater and the engine bulk are the most costly components.  

The cost equations presented in this work allow the 

combined variation of size and performance aspects. 

Therefore, varying the operational and the geometric 

characteristics of the Stirling engine and optimizing the costs 

of the system, seems to be the best commitment in optimizing 

these thermal plants. For instance, there is an optimal value 

for the internal diameter of the heater pipes for which the 

engine efficiency is maximum (see Fig. 10).  

 
Fig. 10 Stirling engine efficiency and heater cost as a function of the 

internal diameter of the heater pipes. 
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According to the results, the Stirling engine efficiency is 

maximum (i.e. 25.8%) when the internal diameter of the pipes 

is 4 mm. For this geometrical input, the heater cost 

corresponds to 7 031.6 €. 

V. CONCLUSION 

In this work, the mathematical modelling of a Stirling 

engine is presented in order to study its performance. For this 

purpose, numerical simulations for non-ideal engine working 

conditions were performed, including the heat transfer 

limitations and pumping losses throughout the Stirling 

thermodynamic cycle. The paper also discloses a methodology 

to estimate the costs of the system. The system total cost was 

decomposed in four cost equations, representative of the 

heater, cooler, regenerator and engine bulk, respectively.  

Results show that heat-transfer limitations strongly affect 

engine efficiency, particularly in the regenerator case. The 

pumping losses increase with gas mean pressure and engine 

rotational speed. The heat exchangers effectiveness is slightly 

higher for helium when compared with hydrogen. 

Considering the defined input parameters, the total 

capital costs are close to real commercial models for similar 

applications. Plus, the engine bulk and the heater are the most 

expensive components. 

Stirling engines have been identified as a promising 

technology for the conversion of primary energy into useful 

power due to their high efficiency levels, low pollutant 

emissions, low noise levels and mostly due to their flexibility 

in terms of fuel sources. The possible use of a renewable 

energy source is very important from the point of primary 

energy savings and reduction of carbon emissions. 

The main purpose behind this study is the definition of a 

thermal-economic model applied to a cogeneration system for 

a residential application. The system to be modeled is based 

on Stirling engine technology combined with a solar collector 

as a renewable energy source. After defining the cost 

equations for the system components, they should be 

integrated in the thermal-economic optimization model in 

order to achieve the best technical and economic output of the 

system under analysis. 
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Abstract—In the actual economic and energy juncture, the 

reduction of thermal energy consumption in buildings became a 
major, necessary and opportune problem, general significance. The 
heat pumps are alternative heating systems more energy efficiency 
and unless pollutant if we make a comparison with classic plants 
(liquid or gas fuel thermal boiler). This paper presents the energy and 
economical efficiency criteria which show the opportunity to 
implement a heat pump in a heating-cooling system. It is developed a 
computational model of annual energy consumption for an air-to-
water heat pump based on the degree−day method and the bin 
method implemented in a computer program. Also, from a case study 
is performed a comparative economical analysis of heating solutions 
for a building and are presented the energy and economic advantages 
of building heating solution with a water-to-water heat pump. 

 
Keywords—Heating-cooling, Heat pumps, Performance indices, 

Annual energy consumption, Energy−economical analysis.  

I. INTRODUCTION 

UILDINGS are an important part of European culture and 
heritage, and they play an important role in the energy 

policy of Europe. Studies have shown that saving energy is the 
most cost effective method to reduce green house gas 
emissions (GHG). It has also pointed out that buildings 
represent the biggest and most cost effective potential for 
energy savings. The reduction of 26% energy use is set as a 
goal for buildings by the year 2020 which corresponds to 11% 
of the reduction of total energy use in European Union (EU) 
countries. 

The buildings sector is the largest user of energy and CO2 
emitter in the EU, and is responsible for more than 40% of the 
EU’s total final energy use and CO2 emissions. At present heat 
use is responsible for almost 80% of the energy demand in 
houses and utility buildings for space heating and hot water 
generation, whereas the energy demand for cooling is growing 
year after year. There are more than 150 millions dwellings in 
Europe. Around 30% are built before 1940, around 45% 
between 1950 and 1980 and only 25% after 1980. Retrofitting 
is a means of rectifying existing building deficiencies by 
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improving the standard and the thermal insulation of buildings 
and/or the replacement of old space conditioning systems by 
energy-efficient and environmen-tally sound heating and 
cooling systems [1]-[3]. 

In order to realize the ambitious goals for the reduction of 
fossil primary energy consumption and the related CO2 
emissions to reach the targets of the Kyoto-protocol besides 
improved energy efficiency the use of renewable energy in the 
existing building stock have to be addressed in the near future 
[4], [5]. 

On 17 December 2008, the European Parliament adopted 
the Renewable Energy Directive. It is establishes a common 
framework for the promotion of energy from renewable 
sources. For the first time, this Directive recognizes aero-
thermal, geothermal and hydrothermal energy as renewable 
energy source. This directive opens up a major opportunity for 
further use of heat pumps for heating and cooling of new and 
existing buildings. 

Heat pumps enabling the use of ambient heat at a useful 
temperature level need electricity or other auxiliary energy to 
function. Therefore, the energy used to drive heat pumps 
should be deducted from the total usable heat. Aero-thermal, 
geothermal and hydrothermal heat energy captured by heat 
pumps shall be taken into account for the purposes provided 
that the final energy output significantly exceeds the primary 
energy input. 

The amount of ambient energy captured by heat pumps to be 
considered renewable energy Eres, shall be calculated in 
accordance with the following formula [6]: 

       






 −=
SPF

1
1Ures EE         (1) 

where: EU is the estimated total usable thermal energy 
delivered by heat pumps; SPF – the estimated average seasonal 
performance factor for these heat pumps. 

Only heat pumps for which SPF>1.15/η shall be taken into 
account, where η is the ratio between the finally produced 
electric energy and the primary energy consumption for 
electricity production. For EU-countries average η=0.4. 
Meaning that minimum value of seasonal coefficient of 
performance should be SPF=COPseasonal>2.875. 

Heat pump enables the use of ecological heat (solar energy 
accumulated in the soil, water and air) for an economic and 
ecological heating. For practical use of these energy sources 
we have to respect the following criteria: sufficient avai-
lability, higher accumulation capacity, higher temperature, 
sufficient regeneration, economical capture, reduced waiting 
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time. In the development of modern constructions with 
improved thermal insulation and reduced heat demand use heat 
pumps are a good alternative [7]-[9]. 

This paper presents the energy and economical efficiency 
criteria which show the opportunity to implement a heat pump 
in a heating/cooling system. It is developed a computational 
model of annual energy consumption for an air-to-water heat 
pump based on the degree-day method and the bin method and 
it is performed a comparative economical analysis of different 
heating solutions for a building. 

II.  ENERGY-ECONOMICAL INDICATORS FOR HEAT PUMPS  

The performances of the heat pump and the system building 
− heating/cooling installation are determined based on 
economical and energy indicators of these systems. The 
opportunity to implement a heat pump in a heating/cooling 
system results on both energy criteria and the economic [10]. 

• Economical indicators. Usually the heat pump (HP) rea-
lizes a fuel economy ∆C (operating expenses) comparatively 
of the classical system with thermal station (TS), which is 
dependent on the type of heat pump. On the other hand, heat 
pumps involve an additional investment IHP from the classical 
system ITS, which produces the same amount of heat. 

Thus, it can be determined the recovery time TR, in years, to 
increase investment, ∆I=IHP−ITS, taking into account the 
operation economy realized through low fuel consumption 
∆C=CTS−CHP: 

        nTR
C

I
TR ≤

∆
∆=         (2) 

where TRn is normal recovery time. 
It is estimated that for TRn a number 8−10 years is 

acceptable, but this limit varies depending on the country's 
energy policy and environmental requirements. 

Another economical indicator is total updated cost (TUC): 

      
( )∑

= +
+=

τ

1 0

0
β1j

j

C
ITUC       (3) 

in which: I0 is the initial investment cost, in the operation 
beginning date of the system; C – annual operating cost of the 
system; β0 – the average rate of the inflation; τ – number of 
years for which is made update (20 years). 

Could be rather easy demonstrated the equality: 
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and is defined update rate 
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Taking into account (4) and (5) equation (3) gets the form: 

        CrITUC a+= 0         (6) 

• Energetically indicators. The operation of a heat pump is 
characterized by the coefficient of performance (COP) or 
thermal efficiency (εHP), defined as the ratio between useful 
effect produced (useful thermal energy EU ) and energy 
consumed to obtain it (drive energy ED): 

        
D

U
HP E

E
== εCOP        (7) 

 If both usable energy and consumed energy are summed 
during a season (year) is obtained by equation (7) seasonal 
(annual) coefficient of performance (COPseasonal), which is 
often expressed as SPF. 

In the heating operate mode is defined COP by equation: 

        
e

HP
HP P

Q
== εCOP        (8) 

in which: QHP is the thermal power of heat pump, in W; Pe – 
the drive power of heat pump, in W. 

If the reversible heat pump operate in cooling mode is 
defined energy efficiency ratio EER, in Btu/(h⋅W) by equation: 

          
eP

Q0EER=          (9) 

in which: Q0 is the cooling thermal power, in British thermal 
unit per hour (Btu/h); Pe –drive power of heat pump, in W. 

The coefficient of performance of heat pump in cooling 
state is obtained by equation: 

         
413.3

EER
COP=         (10) 

in which 3.413 is the transformation factor from Watt to Btu/h. 
From the energy balance of the heat pump: 

        DSU EEE +=          (11) 

can highlight the link between the efficiency of a plant 
working as a heat pump (εHP) and as refrigeration plant (εRP): 

    RP
D

S

D

DS
HP E

E

E

EE
ε11ε +=+=

+
=     (12) 

The most effective systems are those which use simul-
taneously the produced heat and the adjacent refrigeration 
effect, in which case the total efficiency is: 

 RPHP
D

SDS

D

SU
RPHP E

EEE

E

EE
εεε +=

++
=

+
=+  (13) 

If you take into account the Πj energy losses that are 
accompanying both the accumulation and release heat from the 
real processes, the efficiency becomes real εHP,r and its 
expression is [10]: 

      )1(ε
o

, j
c

c
rHP TT

T ΣΠ−
−

=       (14) 

where Tc and To are the condensation and vaporization 
absolute temperatures of refrigerants. 

In Figure 1 is represented the real efficiency variation of 
heat pumps according to the source temperature ts and 
temperature tu at the consumer.  
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Fig. 1 Variation of heat pumps efficiency 

To determine the real efficiency of the heat pump with 
electro-compressor can be used the equation [11]: 
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in which: Tu, Ts are the hot and cold source absolute tempe-
ratures; ∆tc, ∆to – temperature differences between the 
condensation temperature and hot source temperature, respec-
tively, between the cold source temperature and vaporization 
temperature; ηr – efficiency of the real cycle toward a 
reference Carnot cycle; ηi, ηm – internal and mechanical 
efficiency of the compressor; ηem − electromotor efficiency; 
QHP − heat pump thermal power. 

In case of a heat pump with electro-compressor is 
introduced the global efficiency ηg as a product between the 
electric energy production efficiency ηp, its transportation 
efficiency ηt and the electromotor efficiency ηem: 
        emtpg ηηηη =          (20) 

Taking into account that the heat pump has an over-unit 
theoretical efficiency, for the evaluation in which way is 
valued the consumed primary energy is using the synthetic 
indicator ηs, representing the product [12]: 
         HPgs εηη =          (21) 

which has to satisfy the condition ηs>1 for justify the use of 
heat pump 

Also, only if the real efficiency εHP,r > 2.78 the use of the 
heat pumps can be considered. 

Another energy indicator for heat pumps is the specific 
consumption of electricity wHP, in kW/GJ: 

        
HP,r

HPw
ε6.3

103

=         (22) 

In Figure 2 is illustrated the electricity consumption for heat 
pumps depending on the heat source temperature ts and the 
consumer temperature tu. 
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Fig. 2 Specific electricity consumption 

 for the heat production  

The sizing factor (SF = αHP = QHP/Qmax) of the heat pump is 
defined as ratio of the heat pump capacity QHP to the 
maximum heating demand Qmax and can be optimized in terms 
of energy and economic, depending on the source temperature 
and the used adjustment schedule. 

The energy indicators of heat pumps are determined as 
average values, taking into account the annual heat con-
sumption variation.  

In Figure 3 is represented variation of the average annual 
electric energy specific consumption, in function of αHP and 
different graphics adjustments. 

 
Fig. 3 Variation of the average annual  

electricity specific consumption 

The annual fuel economy variation ∆B, obtained by using 
heat pump, expressed as percentage of total annual fuel 
consumption in a referential classic system is presented in 
Figure 4. 

For absorption heat pump system, driven by thermal energy, 
it is agreed at European level to consider η = 1.0 and therefore 
SPF ≥ 1.15. 

In order to properly compare the performances of various 
heat pumps types, have to uniform the action energy. In this 
sense, is reported the useful heat delivered annually Qu,year at 
annual equivalent fuel consumption Bfe,year, necessary for 
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driving power production, achieving the degree of fuel use 
ϕyear, in kW/kg [13]: 

        
yearfe

yearu
year B

Q

,

,=ϕ         (23) 

 
Fig. 4 Variation of annual fuel economy 

 

The fuel economy depends by heat pump type, according to 
Table 1. 

Reduction of GHG emissions, key to limiting global 
warming is associated with the replacement of classical 
solutions for heating/cooling with heat pumps, especially 
ground-source heat pumps (GSHP). But must be taken into 
account also items related to electricity production, mainly 
used to drive them. 

Nowadays it is not recommended to replace a heating gas 
boiler with electrically operated heat pump if electricity is 
produced using coal or based on old technologies, because 
resulting carbon dioxide emissions may increase with  
1−2 tons/year. 

 

Table 1. Energy analysis of heat generation 

No  Plant type 
Degree of fuel 

use 
ϕyear [kW/kg] 

Primary 
energy 
Ep [%] 

Fuel 
economy 
∆C [%] 

0 1 2 3 4 
1 Gas boiler 0.800 125.00 0 
2 Heat pump with electro-compressor 1.083 92.34 −32.66 

3 
Heat pump with electro-compressor and 
thermal boiler 

0.969 103.20 −21.80 

4 Heat pump with thermal motor compressor 1.416 70.62 −54.38 
5 Absorption heat pump 1.219 82.03 −42.97 
6 Ejection heat pump 0.970 103.09 −21.91 

 

III.  COMPUTATION OF ENERGY CONSUMPTION FOR AN AIR-TO-
WATER HEAT PUMP 

Annual energy consumption of heating/cooling system for a 
building contributes to minimizing the life cost of the building. 
This consumption is obtained by time integration of 
instantaneous consumption during the cold season, warm 
season respectively. Instantaneous consumption depends on 
the efficiency of the HVAC system. 

For computation of the annual energy consumption of a 
heating/cooling system can be used the degree-day method or 
bin method [14]. 

• Degree-day method. The degree-day method and its 
generalizations can provide a simple estimate of annual loads, 
which can be accurate if the indoor temperature and internal 
gains are relatively constant and if the heating or cooling 
systems operate for a complete season. 

The balance point temperature tech of a building is defined as 
that value of the outdoor temperature te at which, for the 
specified value of the interior temperature ti, the total heat loss 
is equal to the heat gain Qap from sun, occupants, lights, and so 
fort: 
        ( )echiap ttUQ −=         (24) 

in which U is the heat transfer coefficient of the building, in 
W/K. 

Heating is needed only when te drops below tech. The rate of 
energy consumption of the heating system is: 

      [ ]
eche tteechinc tt

U
Q <−= )(τ

η
      (25) 

in which: η is the efficiency of the heating system; τ – time. 
If η, tech, and U are constant, the annual heating 

consumption can be written as an integral: 

      [ ] ttt
U

E eechinc d)(τ
η +∫ −=       (26) 

where the plus sign (+) above the bracket indicates that only 
positive values are counted. 

This integral of the temperature difference conveniently 
summarizes the effect of outdoor temperature on a building. In 
practice, it is approximated by summing averages over short 
time intervals (daily) and the result Ninc, in (K⋅days) is called 
degree-days: 

      ( )∑ −=
days

eechinc ttdayN )1(       (27) 

Here the summation is to extend over the entire year or over 
the heating season. The balance point temperature tech is also 
known as the base of the degree-days. In terms of degree-days, 
the annual heating consumption is: 

        incinc N
U

E
η

=          (28) 

Cooling degree-days can be calculated using an equation 
analogous to equation (27) for heating degree-days as: 
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     ( )∑ −=
days

echerac ttdayN )1(       (29) 

Since the balance point temperature varies widely from one 
building to another because of widely differing personal 
preferences for thermostat settings and setbacks and because 
of different building characteristics is used the variable-base 
model. The basic idea is to assume a typical probability 
distribution of temperature data, characterized by its average 

ejt  and by its standard deviation σ. Erbs et al. [15] developed 

a model that needs as input only the average ejt  for each 

month of the year. The standard deviations σj, in oC, for each 
month are then estimated from the correlation: 

    anejj t σσ 0664,0029,045,1 +−=      (30) 

where: 

      ( )∑
=

−=
12

1

2
,12

1

j
aneejan ttσ       (31) 

in which: σan is the standard deviation of the monthly 
temperature about the annual average anet , . 

The monthly heating degree-days Ninc,j for any location are 
well approximated by [14]: 

    
( )











 ++=
−

a
nN

jj aa
j

jjinc 2
eeln

2

θ
σ

θθ

5.1
,    (32) 

where:  

         
n

tt

j

ejech
j

σ
θ

−
=          (33) 

in which: θj is a normalized temperature variable; n − number 
of days in the month; a = 1.698. 

The annual heating degree-days can be estimated with 
relation: 

        ∑
=

=
12

1
,

j
jincinc NN         (34) 

 The computer program GRAZIL has been elaborated based 
on variable-base model, in EES for PC microsystems. 

• Bin method. For many applications, the degree-day 
method should not be used, even with the variable-base 
method, because the heat loss coefficient, the efficiency of the 
HVAC system, or the balance point temperature many not be 
sufficiently constant. Heat pump efficiency, for example, 
varies strongly with outdoor temperature te; efficiency of 
HVAC equipment may be affected indirectly by te when 
efficiency varies with load (common for boilers and chillers). 
Furthermore, in most commercial buildings, occupancy has a 
pronounced pattern, which affects heat gain, indoor tem-
perature, and ventilation rate. 

In such cases, steady-state calculation can yield good results 
for annual energy consumption if different tempe-rature 
intervals and time periods are evaluated separately. This 
approach is known as the bin method because consumption is 

calculated for several values of the outdoor temperature te and 
multiplied by the number of hours Nbin in the temperature 
interval (bin) centered on that temperature: 

     ( )+−= eechbinbin tt
U

NQ
η1000

      (35) 

in which: Qbin is the energy consumption, in kW, for each 
temperature interval; Nbin – number of yearly hours in the 
temperature interval (bin) centered around outdoor 
temperature; U −−−− heat transfer coefficient of building, in W/K; 
tech −−−− balance point temperature, in oC; te −−−− outdoor 
temperature, in oC; η −−−− efficiency of the HVAC system. 

The superscript plus sign indicates that only positive values 
are counted; no heating is needed when te is above tech (te > 
tech). Equation (35) is evaluated for each bin, and the total 
energy requirement Ebin, in kWh, is the sum of the Qbin over all 
bins. 

This method is defined in European Standard EN 15316-4.2 
[16]. 

Knowing the thermal power QHP and power drive Pe of the 
heat pump for each bin temperature interval, can determinate 
the following: 

−−−− Heat loss (heat demand) of the building Qnec, in kW: 

       ( )eechnec tt
U

Q −=
1000

       (36) 

−−−− Heat pump efficiency, εHP: 

         
e

HP
HP P

Q
=ε          (37) 

−−−− Heat pump operation coefficient, f: 

        







=

HP

nec

Q

Q
f ,1min         (38) 

−−−− Thermal energy provided by heat pump EHP, in kWh: 
        binHPHP NQfE =         (39) 

−−−− Electric energy to drive heat pump ED, in kWh: 
         bineD NPfE =         (40) 

 Energy requirement Ebin, in kWh, is obtained by summing 
the values Qbin given by (35). 

−−−− Energy delivered by auxiliary source Eaux, in kWh: 
        HPbinaux EEE −=         (41) 

−−−− Total energy consumed by the heat pump and auxiliary 
source Et, in kWh: 

        auxDt EEE +=          (42) 

The computer program METBIN has been elaborated based 
on this computational model, in EXCEL for PC compatible 
microsystems. 

• Numerical application. For a building heated by a heat 
pump are known: heat transfer coefficient U = 850 W/K and 
balance temperature tech = 17.8 oC, and is determined energy 
consumption during heating period using METBIN program. 
The results are summarized in Table 2. In Figure 5 is shown 
the variation of heat loss and thermal power of the heat pump 
depending on the outdoor temperature. 
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Fig. 5 Variation of heat requirement and HP thermal power 

with outdoor temperature  

IV.  COMPARATIVE ECONOMIC ANALYSIS OF SOME HEATING 

SOLUTIONS FOR A BUILDING 

• Assumptions for calculation. A study is performed for the 
heating of a living building in rural areas with a water-water 
heat pump, using as heat source the underground water 
comparative to other sources of primary energy. 

The building with useful surface of 240 m2 (basement-floor, 
ground-floor, floor, and bridge) is heated from 1993 with 
radiators from thermal station with gas-oil. 
 

Table 2. Results provided of computer program METBIN 

Temp. 
(bin)  
te [

oC] 

tech-te 
[oC] 

Hours 
Nbin [h] 

Qnec 
[kW]  

QHP 
[kW]  

Pe 
[kW]  εHP Coef. f 

EHP 
[kWh] 

ED  
[kWh] 

Ebin  
kWh] 

Eaux  
kWh] 

Et 
[kWh] 

0 1 2 3 4 5 6 7 8 9 10 11 12 

16   1.8 904   1.53 28.9 7.11 4.06 0.05 1383.12   340.3   1383.1 0   340.3 
13   4.8 766   4.08 26.8 6.87 3.90 0.15 3125.28   801.1   3125.3 0   801.1 
10   7.8 647   6.63 24.1 6.58 3.66 0.28 4289.61 1171.2   4289.6 0 1171.2 
  7 10.8 601   9.18 21.6 6.31 3.42 0.43 5517.18 1611.7   5517.2 0 1611.7 
  4 13.8 650 11.73 18.2 5.80 3.14 0.64 7624.50 2429.8   7624.5 0 2429.8 
  1 16.8 691 14.28 16.1 5.47 2.95 0.89 9867.48 3349.4   9867.5 0 3349.4 
 −2 19.8 644 16.83 14.6 5.23 2.79 1.00 9402.45 3368.1 10838.5 1430.1 4804.2 
 −5 22.8 497 19.38 13.3 5.01 2.65 1.00 6610.15 2490.0   9631.9 3021.8 5511.7 
 −8 25.8 312 21.93 12.1 4.76 2.59 1.00 3775.25 1485.1   6842.2 3067.0 4552.1 
−11 28.8 162 24.48 11.6 4.66 2.49 1.00 1879.25   754.6   3965.8 2086.6 2841.5 
−14 31.8  77 27.03 10.2 4.37 233 1.00   785.45   336.5   2081.3 1295.9 1632.4 
−17 34.8  34 29.58 0 0 0 0 0 0   1005.7 1005.7 1005.7 
−20 37.8  15 32.13 0 0 0 0 0 0     482.0   482.0   482.0 
−23 40.8   5 34.68 0 0 0 0 0 0     173.4   173.4   173.4 

T O T A L 54259.47 18138.2 66827.9 12568.4 30706.0 
 
 

Indoor air temperatures were considered in accordance with 
the wishes of the client: +20 °C for the stairway and annex 
spaces; +22 °C for day rooms and bedrooms; 24 °C for baths. 
Construction materials which distinguish heated spaces are: 50 
cm brick for exterior walls, concrete 10 cm and 15 cm layer of 
expanded polystyrene insulation for the bridging, double 
glazing in oak. Exterior walls will be isolated from the outside 
with expanded polystyrene (10 cm). 

Calculation of heat demand Qnec was performed for the 
existing building envelope (exterior walls without insulation) 
and after thermal rehabilitation of it (exterior walls insulated 
with 10 cm expanded polystyrene), for more outdoor air 
temperatures (Table 3) in order to choose efficient heat source.  

Table 3. Heat demand for heating 

Qnec [kW] 
te [°C] Actual 

envelope 
Rehabilitated 

envelope 
+5 18.9 13.6 
0 20.2 15.5 

−5 21.6 17.4 
−10 23.0 18.3 
−15 24.3 19.1 
−20 25.6 21.1 

For the preparation of domestic hot water is necessary to 
consider a heat Qdhw = 3 kW (3 persons, 3 bathrooms and a 
kitchen). 

• Proposed solution. Building heating is realized as follows: 
− heating of living spaces (living rooms, bedrooms, and 

stairway) with the floor convector-radiator; 
− bathroom heating with radiators (towel− port); 
−−−− hot water temperature to radiators and convector-radiator: 

50/40 °C; 
−−−− for supply of radiators and convector-radiators are used 

distributor/collector systems; 
− distribution network for radiators and convector-radiators, 

pexal made, is placed at ceiling, basement-floor, ground-floor 
and floor. 

The heat demand of building will be provided by a heat 
pump type Thermia Eko 180 and a boiler with the capacity of 
300 liters. Mechanical compression heat pump (scroll 
compressor) operates with ecological refrigerant R404A. The 
heat source is the groundwater aquifers with minimum 
temperature of 10 °C. 

In the operating conditions with to = 8 °C and tc = 50°C the 
thermal power of heat pump is QHP = 21 kW. It finds that this 
thermal power assure part of the building heat demand, only 
for outdoor temperatures higher than −5 °C, in the actual 
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situation, and almost entirely (even for the outdoor 
temperature of −20 °C), in conditions of thermal rehabilitated 
envelope (exterior walls isolated additional). To assure the rest 
of heat demand (heating and preparation of domestic hot 
water) heat pump is equipped with 3 electrical resistances by  
3 kW, which operate automatically, depending on the set 
indoor temperature. For flow rate control in the hot water 
distribution network from the heating circuit, there are 
provided the following measures: 

− a first adjustment of the flows rate that are supplied the 
terminal units (radiators or convector-radiators), achieved by 
progressive reduction of the pipe diameters; 

− base adjustment, achieved through the regulating valves of 
flow for each column; 

− final adjustment at the terminal units, developed by the 
thermostat valves set at the comfort temperature in each room. 

• Economical analysis. Comparing the solution described 
for building heating with other possible variants of primary 
energy sources (LPG, gas-oil and natural gas) results a 
superior investment for heat pump, but also an economy in 
operating costs, which enable the recovery of additional 
investment. 

In Tables 4 and 5 are presented the necessary investments 
and operating costs over a period of 10 years for the 
considered variants. 
 

 

Table 4. Investment costs I, in €, for heat pump (HP) 
and different thermal boilers. 

Thermal boiler with fuel: Solution 
components 

HP 
LPG Gas-oil 

Natural 
gas 

0 1 2 3 4 
Heat pump/Boiler 7700 3000 3000 3000 
Underground water 
capture 

4900 −−−− −−−− −−−− 

Heat exchanger 1300 −−−− −−−− −−−− 
Circulation pumps 1200 −−−− −−−− −−−− 
Fuel tank −−−− 3500 3500 −−−− 
Gas connection −−−− −−−− −−−− 4000 
Total 15100 6500 6500 7000 

 
Table 5. Operating costs C, in €, for heat pump (HP) and different thermal boilers. 

Thermal boiler with fuel: Solution characteristics   HP 
LPG Gas-oil Natural gas 

0 1 2 3 4 
Thermal power, [kW] 21+9 24 24 24 
Fuel calorific power, [kW/l] −−−− 6.30 10.0 9.44 
TS Efficiency / HP- COP 2.33 0.90 0.85 0.90 
Hour consumption (fuel, [l/h]; [m3/h] / electric 
energy, [kW]) 

9.00 4.23 3.02 2.84 

Annual operating, [h/year] 1870*) 1700 1700 1700 
Fuel price, [€/l]; [€ /m3] / Electricity price, [€/kWh] 0.087 0.500 0.900 0.300 
Annual consumption, [l/year; m3/year; kWh/year] 16830 7191 5134 4828 
Annual energy cost, [€/year] 1464 3595.5 4620.5 1448.5 
Estimated energy price increase in 10 years 1.30 1.40 1.40 2.00 
Operating costs (10 years), C [€] 1903.2 5033.7 6468.7 2897.0 
* ) Annual operation of electrical resistances is considered 10% of the normal operation period, so 
at the 1700 hours/year is adding 170 hours/year. 

 

Results the recovery time of additional investment for heat 
pump, compared with thermal boilers: 

−−−− toward boiler to LPG: 

years74.2
2.19037.5033

650015100

LPG,

LPG, =
−
−=

−
−

=
HPTS

TSHP

CC

II
TR  

−−−− toward gas-oil boiler: 

years88.1
2.19037.6468

650015100

oilgas,

oilgas, =
−
−=

−
−

=
−

−

HPTS

TSHP

CC

II
TR  

−−−− toward natural gas boiler: 

years15.8
2.19030.2897

700015100

gasnatural,

gasnatural, =
−
−=

−
−

=
HPTS

TSHP

CC

II
TR  

It is noted that compared to any of the heating solutions to 
boilers, heating with water-to-water heat pump has a recovery 
period of investment TR smaller than normal recovery period 
TRn, of 8−10 years. 
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V. CONCLUSIONS 

Correct adaptation of the heat source and the heating system 
for operating regime of heat pumps, leads to safe and 
economic operation of the heating system using heat pumps. 

Heat pump provides the necessary technical conditions for 
efficient use of solar heat for heating and production of 
domestic hot water. 

Heating installations with heat pumps produces minimum 
energy consumption in operation and are certainly a solution 
for energy optimization of buildings. 

The heat pump mode requires some additional investments. 
If the capacity of the heat pump is selected larger than the 
condensing capacity in the pure refrigeration mode, also the 
additional capacity costs have to be covered by the savings in 
energy costs. 

A combined cooling and heating system with a heat pump is 
always more effective than a traditional system if its 
requirements are taken into the consideration in the design 
process. For renovation, the applicability is more limited and 
always depending on the case. 

The main barrier for the use of heat pumps for retrofitting is 
the high distribution temperature of conventional heating 
systems in existing residential buildings with design tempe-
ratures up to 70–90 °C which is too high for the present heat 
pump generation with maximum, economically acceptable heat 
distribution temperature of around 55 °C. Besides the 
application of existing heat pumps in already improved 
standard buildings with reduced heat demand, the develop-
ment and market introduction of new high temperature heat 
pumps is a mayor task for the replacement of conventional 
heating systems with heat pumps in existing buildings. 
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Abstract—This paper describes problem of fast frequency
variation control in large interconnected power system.
Interconnection of the large power system with different philosophy
of frequency control can cause ineffective and sometimes
nonselective behavior of frequency automation. Paper presets results
of analysis of frequency control using spinning reserve. Optimal
distribution of the primary reserve can be based on cooperative game
theory method. Severe system disturbances can result in fast
frequency drop, which makes fast governor and boiler response
impossible. If the governor action cannot activate spinning reserve
quickly enough to restore the system to its normal operating
frequency, underfrequency load shedding (UFLS) serves as a last-
resort tool to prevent the system from collapse. Application of smart
metering and communication can improve efficiency of emergency
automation during underfrequency condition. A new load shedding
method is suggested. Simulation of frequency behavior was
conducted for existing load shedding system and a new one.

Keywords—Interconnected power systems, smart metering
system, cooperative game theory, load shedding.

I. INTRODUCTION

URING the last years many international projects were
devoted to the problem of interconnection of the large

transmission networks in Europe [1], [2]. There are many
problems that complicate such interconnection:
1) Initial period of interconnected operation of power

systems usually is characterized by relatively weak

intersystem ties. There will be problem of control the
intersystem ties.

2) Different philosophy of frequency and active power
control can cause oscillations of power transmitted

through the intersystem tie line.
3) Methods of frequency control for normal and emergency

operational conditions in different systems are different.
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Compatibility problem of operation during normal and
emergency conditions of interconnected power systems is
aroused.

During emergency situation in the power system caused by

generating power deficiency frequency decline takes place.
Dynamics of frequency behavior can have very different
character. It depends on the value of disturbance, response of
emergency automation, governor system and reasons of

emergency situation. If governor action cannot activate
spinning reserve fast enough to restore the system to its normal
operating frequency, frequency actuated automatic load
shedding serves as a last-resort tool to prevent the system from

the collapse [3], [4]. Interconnection of large power systems
with different underfrequency automation and systems'
parameters can cause ineffective behavior of frequency in the
interconnection.

For small frequency deviation primary and secondary
frequency control form a resource to improve efficiency of
power system. Many papers are dedicated to the quality
improvement of frequency control. The introduction of market

conditions in the task of the power system operation changes
formulation and solving of energy cost minimization problem
in the transient conditions.

For fast and deep frequency decline load shedding

automation systems will be applied to restore a normal
frequency. Smart metering and communication systems should
be used for creation of new solution.

Paper describes possible approach to use smart technology

for control fast frequency variation in the interconnected
power system.

II. POSSIBLE APPROACH FOR FREQUENCY CONTROL USING

SPINNING RESERVE

This chapter illustrates example of frequency control using

spinning reserve operation. For integrated power system
distribution of spinning reserves is important problem. The
operation of several power companies (players), which
simplified scheme is presented in Fig.1, is observed. Let us

suppose that each company contains several power plants,
which are operating in market conditions. At the same time the
cooperation between power plants is possible and the support
of generated and consumed energy balance at the nominal

frequency and costs minimization are the general targets of this
cooperation.

Problems of fast frequency variation control in
interconnected power systems

V. Chuvychin, A. Sauhats, R. Petrichenko, G. Bochkarjova

D
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Fig.1 simplified diagram of interconnected power plants involved
in primary frequency control

Each power plant is equipped with smart metering system

information from which is supplied to the central processing
block "Operator".

Let us consider two possible approaches for spinning
reserve distribution:

1 - Five plants operate independently, supporting specified
part (reserve) of the planned power (classical approach);

2 – All five plants strive to most profitable operation and
costs minimization.

Let’s suppose, that five power plants are operating – A, B,
C, D, E (Fig.1). The power capacities of each plant are - P1,
P2, P3, P4, P5. Production cost values - C1, C2, C3, C4, C5

(EUR/MWh). Each plant provides a reserve - p1, p2, p3, p4, p5,

with production costs c1, c2, c3, c4, c5 (EUR/MWh).
The resulting costs RCj for each Δtj (where j =1, ...N) are

,t)cpCP(RC
5

1i

iiiij 


  (1)

Assume, that generators must provide a planned power PΣ

of interconnected power system, as well as possible random
deviations of power pΣ for all i of Ci <Ci +1 and ci <ci +1.

Suppose that density of power deviations ƒij(pij) is known for
each time interval Δt.

The goal is to provide balance of powers:

,pP)pP(
5

1i

ii


  (2)

with minimal RCj in the interval Δt.
Selecting generators’ powers Pi and reserves pi it is

necessary to take into account many technical limitations,
which depend on: thermal and electrical loads of consumers,
operational condition of thermal and electrical network, water
levels in reservoir of hydro power plants.

To provide these limitations the fulfillment of conditions (3)
is required:

  A,p,P ijij  (3)

where A is the domain of the allowed states of the power
system. The task for selection of spinning reserve can be
formulated as:

  ,t))c(ECP(minargp,P jRij

N

1j

n

1i

ijij
*
ij

*
ij  

 

(4)

with (2) and (3) conditions fulfillment in equation (4)
Eij(RCij) is mathematical expectation of the spinning reserve

expenses i-th power plant at j-th time interval of Δt.

 

maxijp

0

ijijijijijijij ,dp)p(fcp)RC(E (5)

P*
ij and p*

ij - optimal capacity of considered plants

(providing the minimum cost).
Redistribution of network primary power reserve must be

done by information and control center “operator”. Taking into
account complexity of processes, “operator” has to be realized

by IT technologies. Let’s describe steps of information and
control center’s algorithm:

a) algorithm ranks all players (power districts) by value of
profitability, from the least to the most profitable (as example

see Table 1, 2nd column);
b) algorithm solves all possible combinations of the primary

reserve allocation among the players and calculates the most

profitable variant. During analysis of variants the initial data
for creation coalition of players can be received.

c) algorithm calculates the sharing of benefit among the
players;

d) “operator” generates control signals to change the
settings of the primary reserve control equipment for each
players.

III. BENEFIT SHARING APPROACH

The mentioned above algorithm's point c) is most
interesting, because benefit sharing is one of the main power

market issues. In the case of the coalition formed by two
players, profit sharing is equally distributed between the
players (50%/50%).

However, in the case of three, four or five players’ coalition,

the problem of equitable profit sharing appears. So, if the
optimal variant is a coalition of more than two players, profit
sharing is done by using the Shapley vector [5].

Let’s suppose that the i-th player gets benefit equal to the

average value of this player contributions to all coalitions [5]:
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(9)

The number ν(S)-ν(S \ {i}) is the contribution of i player

when he is joining the coalition S \ {i}, but the weight factor

,
!n

)!Sn()!1S( 

can be interpreted as the probability of the coalition S \ {i}

forming.
Shapley’s value of cooperative game is a vector [5]:

T))v(n,.....,)v(1()v(   (10)

IV. CASE STUDY

Let’s consider operation of proposed automation using a

specific example. Suppose that initial capacities of power
plants are known, as well as prices, reserves, etc. Frequency
control reserve is stated by system operator equal to 4% of
maximal generated power PMax. The initial parameters required

for calculations are shown in the Table 1.
The power system operates in normal condition, when the

generated and consumed active powers are equal (initial
situation): PGenerated = PLoad = 6.2 (p. u.).

Table 1 Parameters of Players Before Optimization

Ccost price – production cost value of produced power (p. u.).

Let’s assume that the selling price of electricity is equal to
1.1 (p. u.). Algorithm calculates profitability of all possible
combinations of players. In our case, using the basic
parameters listed in Table 1 and using equations (9) and (10),

the algorithm calculates (Fig.2 situation 1) that the best variant
would be a coalition of all players (“A+B+C+D+E”) with a
total additional profit equal to 0.0076 (p. u.).

As a result of proposed optimization, the primary reserve

control function is redistributed from more effective power
station to a less one (with a higher production cost). The total
value of the primary reserve isn't changed.

The maximum additional profit arises in case when the

primary reserve was not activated in specific time interval.
Using equations (9) and (10), it is possible to calculate the
sharing of profit among the players. The results of the sharing
are presented in Table. 2

Fig.2 players’ profitability in different situations

Table 2 Players’ Profitability in Different Situations and Results of
Profit’s sharing

A. Example of Possible Annual Profit Calculation

The visual demonstration of advantage to use suggested
method is practical calculation of additional profit using

denominated quantities of power system parameters.
When average value of additional profit is equal (see Fig.2)

to 0.2% for power system with average capacity equal to 1000
MW and average price of energy is 50EUR/MWh. Additional

profit is 876000 EUR.
Such additional benefit will cover the cost of creation the

appropriate control system.

V. APPLICATION OF SMART LOAD SHEDDING SYSTEM

Severe system disturbances can result in fast frequency

drop, which makes fast governor and boiler response
impossible. If the governor action cannot activate spinning
reserve quickly enough to restore the system to its normal
operating frequency, underfrequency load shedding (UFLS)

serves as a last-resort tool to prevent the system from collapse.
In most power systems up-to-date automatic load shedding

systems practically foresee disconnection of the load at
underfrequency without time delay or with small delay [6]-[8].

The numbers of load shedding steps and the value of load to
be shed vary for different power systems. Some power systems
use rate-of-change of frequency as additional factor to shed a
load [9]. Fig. 3 presents an example of a frequency variation

during operation of the frequency actuated load shedding
system. The point f < fnom corresponds to the moment of active
power deficiency appearance in the power system. From this
moment the frequency drop starts. When the power system

frequency reaches the level of a first load shedding setting fset1,
the first part of the load is disconnected. The next part of the
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load will be disconnected when frequency reaches second load
shedding setting fset2.

With each next load shedding step rate-of-change of

frequency decline is cut down and after a certain moment the
increase of frequency takes place. Such logics of the load
shedding operation apply to most of the power system utilities
[9].

t [s]

f [Hz]

fset1

fset2

fset3

fset4

fset5

1

2

load shedding

fnom

Fig.3 power system frequency variations during the UFLS
operation

UFLS schemes can be categorized into three groups [3]:
1. the traditional UFLS schemes;
2. the semi-adaptive UFLS schemes;
3. the adaptive UFLS schemes.

Existing UFLS automation has drawbacks, which limit the
adaptability of emergency situation control to a change of
underfrequency situation in a power system. UFLS tripping
frequency settings are selected for some specific emergency

situation, which is considered as more probable for a specific
power system. It is not possible to foresee all situations that
can occur in the power system. UFLS operation will be secure
effective only for the pre-calculated emergency cases.

Problems related to the value of a load to be shed are very
topical. Redundantly tripped load can create overfrequency
situations, which sometimes is more dangerous than
underfrequency. Mentioned situation is presented in Fig.4.

The overfrequency situation after UFLS operation happens
because the total disconnected load of the steps of UFLS is
two times as large as the deficiency of active power in the
network [9].

A. Analysis of Frequency Behavior for Different Algorithms
of UFLS

Authors investigated frequency behavior during sever

disturbances in united ENTSO-E power system and IPS/UPS
power system of Russia. Appropriate model was developed
with the real settings of load shedding automation. Different
variants of frequency behavior were investigated [9].

Fig.4 frequency behavior for 10.8% of active power deficiency

As an example frequency behavior at a load deficiency of

20% and an iterative deficiency of the active power of 6.7% is
shown in Fig.5. During cascaded event the stabilization of
frequency can occur at a dangerously low level without being
noticed by UFLS. It can happen if the active power

disconnected by UFLS is not sufficient to return frequency
back to permissible range. In the considered case the
frequency stays at 48.9 Hz. The reason for that is different
load shedding philosophy of two interconnected power

systems.

Fig.5 frequency behavior for 26.7% of active power deficiency

B. Application of Smart Technology Approach to the Load
Shedding System

Let us return to example of Fig.1 and explain behavior of

load shedding automation.
Each district is equipped with an interactive power

measuring device (a smart meter) [10]-[14].

The information center “Operator” receives full

information about the current condition of the consumption

of active power in each power district, about the location and

value of the power deficiency that has arisen. In that way, an

interactive information system between the districts’ load and

emergency automation is set up.

Using described metering system the automation operating

process (let us call it smart underfrequency load shedding

system — SUFLS) can be presented by few calculation cycles:

1. Determination of the value of the deficiency.

Transformed rotor swing equation can be used for calculation
of this deficiency [6], [7]:
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where TJ – rotor's inertia constant; kgov – governor speed
droop; kLoad – load-damping constant; f – frequency.

2. Memorization of the value of deficiency and its

location;

3. Calculation of the number of substations to compensate

the deficiency;

4. Calculation the optimum variant for load disconnection.

To compare the results of the operation of UFLS and

SUFLS automation, a mathematical model has been

constructed by using Matlab/Simulink software. Fig.6 illustrates

frequency behavior in the case of emergency situation for

existing UFLS and smart SUFLS automation.

Fig.6 frequency behavior in the case of emergency situation

The more effective operation of SUFLS automation is

obvious. The more effective approach is to activate load

shedding automation in districts, where power deficiency takes
place.

VI. CONCLUSION

Smart metering systems can be used for both – small

frequency variations and deep frequency decline operation.
Optimal distribution of the primary reserve can be based on

cooperative game theory method.
Proposed algorithm, which takes into account technical

limitations and economic aspects of the primary frequency
control participants, has to be used.

Results of practical calculation of additional profit prove

feasibility of application of game theory method for optimal
distribution of frequency control reserves.

The mathematical model of the power system with proposed
calculation algorithm can be performed using computer

program Matlab Simulink.
Integration of large power systems with different philosophy

of underfrequency load shedding systems can cause ineffective

and sometimes not selective frequency control.
A new load shedding method is suggested. Simulation of

frequency behavior was conducted for existing load shedding

system and a new one.
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Abstract— This article presents a comparative study between two 

control strategies, a classical regulator PID, and a robust controller H2 
based on LQG control applied on automatic excitation control of 
powerful synchronous generators, to improve transient stability and 
its robustness of a single machine- infinite   bus   system   (SMIB).  
The computer simulation results have proved the efficiency and 
robustness of the robust H2 approach, in comparison with using 
classical regulator PID, showing stable   system   responses   almost   
insensitive   to   large parameter variations. This robust control 
possesses the capability to improve its performance over time by 
interaction with its environment. The results proved also that good 
performance and more robustness in face of uncertainties (test of 
robustness) with the linear robust H2 controller (optimal LQG 
controller with Kalman Filter) in comparison with using the classical 
regulator PID. Our present study was performed using a GUI realized 
under MATLAB in our work.  
 

Keywords— powerful synchronous generators and Excitations, 
AVR and PSS, LQG control, Kalman filter, stability and robustness.  

I. INTRODUCTION  
ower system stability continues to be the subject of great 
interest for utility engineers and consumers alike and 
remains one of the most challenging problems facing the 

power community. Power system oscillations are damped by 
the introduction of a supplementary signal to the excitation 
system of a power system. This is done through a regulator 
called power system stabilizer. Classical PSS rely on 
mathematical models that evolve quasi-continuously as load 
conditions vary. 

Conventional PSS based on simple design principles such as 
PI control and eigenvalue assignment techniques have been 
widely used in power systems [1, 2]. Such PSS ensure optimal 
performance only at their nominal operating point and do not 
guarantee good performance over the entire operating range of 
the power system. This is due to external disturbances such as 
changes in loading conditions and fluctuations in the 
mechanical power. In practical power systems networks, a 
priori information on these external disturbances is always in 
the form of certain frequency band in which their energy is 
concentrated. 

Remarkable efforts have been devoted to design appropriate 
PSS with improved performance and robustness. These have 
led to a variety of design methods using optimal and output 
feedback methods [3, 5]. The shortcoming of these models- 
 
 

based control strategies is that uncertainties cannot be 
considered explicitly in the design stage. 

 
The stabilizer of this new generation for the system AVR – 

PSS, aimed-at improving power system stability, was 
developed using the robust controller H2 based on LQG. This 
has been advantage of maintaining constant terminal voltage 
and frequency irrespective of conditions variations in the 
system study. The H2 control design problem is described and 
formulated in standard form with emphasis on the selection of 
the weighting function that reflects robustness and 
performances goals [6]. The proposed system has the 
advantages of robustness against model uncertainty and 
external disturbances (electrical and mechanical), fast response 
and the ability to reject noise.  

Simulation results shown the evaluation of the proposed 
linear control methods based on this advanced frequency 
techniques applied in the automatic excitation regulator of 
powerful synchronous generators: the robust H2 linear 
stabilizer and conventional PID control schemes against 
system variation in the SMIB power system, with a test of 
robustness against parametric uncertainties of the synchronous 
machines (electric and mechanic), and make a comparative 
study between these two control techniques for AVR – PSS 
systems.       

II. DYNAMIC POWER SYSTEM MODEL: 

A.   Power System description 
In this paper the dynamic model of an IEEE - standard of 

power system, namely, a single machine connected to an 
infinite bus system (SMIB) was considered [4]. It consists of a 
single synchronous generator (turbo-Alternator) connected 
through a parallel transmission line to a very large network 
approximated by an infinite bus as shown in figure 1 
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Fig. 1. Standard system IEEE type SMIB with excitation control of 
powerful synchronous generators 

A robust stabilizer H2-PSS applied to power 
system   (Application under GUI/MATLAB) 
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B.  The permeances networks modeling (Park-Gariov) of 
powerful synchronous generators 
In this paper we based on the permeances networks 

modeling of powerful synchronous generators for eliminating 
simplifying hypotheses and testing the control algorithm. The 
PSG model is defined by equations and Figure 2 and 3 below 
[4]: 
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Fig. 2. PARK Transformation of the synchronous machine 
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Fig. 3. Equivalent diagrams simplifies of the synchronous machine 
with damping circuits (PARK-GARIOV model) 
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2- Flow equations: 
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3- Mechanical equations 
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C.  Models of regulators AVR and PSS: 
The AVR (Automatic Voltage Regulator), is a controller of 

the PSG voltage that acts to control this voltage, thought the 
exciter .Furthermore, the PSS was developed to absorb the 
generator output voltage oscillations [1]. 

In our study the synchronous machine is equipped 
by a voltage regulator model "IEEE" type – 5 [7, 8], as is 
shown in Figure 4. 
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Fig. 4. A simplified” IEEE type-5” AVR  
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About the PSS, considerable’s efforts were expended for the 
developpement of the system. The main function of a PSS is to 
modulate the SG excitation to [1, 2, 4].

  
 
 
 
 
Fig.5. A  functional diagram of the PSS used [8] 

In this paper the PSS signal used, is given by: [9] 
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D.  Simplified model of system studied SMIB 
 

 We consider the system of Figure 6. The synchronous 
machine is connected by a transmission line to infinite bus 
type SMIB. With Re: a resistance of the transmission line and 
Le: an inductance of the transmission line [4].  
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Fig. 6. Synchronous machine connected to an infinite bus network 

 
We define the following equation of SMIB system 
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III.   THE ROBUST H2-PSS DESING BASED ON LQG CONTROL 
AND KALMAN FILTER  

The control system design method by means of modern FSM 
algorithms is supposed to have some linear test regulator. It is 
possible to collect various optimal adjustment of such a 
regulator in different operating conditions into some database. 
Linear – Quadratic – Gaussian (LQG) control technique is 
equivalent to the robust H2  regulator by minimizing the 
quadratic norm of the integral of quality [13]. In this work, the 
robust quadratic H2  controller (corrector LQG) was used  as  a  
test  system,  which  enables  to  trade  off regulation 
performance and control effort and to take into account  
process  and  measurement  noise  [11,5].  LQG design requires 
a state-space model of the plant: 
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Where x, u, y is the vectors of state variables, control inputs 
and measurements, respectively. 
 
 
 

 
 

 
 
 
Fig.7. Optimal LQG regulated system with Kalman filter. 
 

The goal is to regulate the output y around zero. The plant is 
driven by the process noise w and the controls u, and the 
regulator relies on the noisy measurements yv  = y+v to 
generate these controls. The plant state and measurement 
equations are of the form: 

 
 
 

Both w and v are modeled as white noise. 
In LQG control, the regulation performance is measured 

by a quadratic performance criterion of the form: 
 

 

The weighting matrices Q, N and R are user specified and 
define the trade-off between regulation  performance and 
control effort. 

The LQ-optimal state feedback u=–kx is not implemental 
without full state measurement. However, a state estimate x̂ 
can be derived such that u = −kx̂ remains optimal for the 
output-feedback problem.  
      This state estimate is generated by the Kalman filter: 

 
 

 
Thus, the  LQG  regulator  consists  of  an  optimal state-

feedback  gain  and  a  Kalman  state  estimator  (filter), 
shown in figure 7 

On  the  basis  of  investigation  carried  out,  the  main 
points of fuzzy PSS automated design method were formulated 
[6]. The nonlinear model of power system can  be  
represented  by  the  set  of  different  linearized models (9). 
For such models, the linear compensator in the form of u = –
Kx can be calculated by means of LQG - method. The family 
of test regulators is transformed into united fuzzy knowledge 
base with the help of hybrid learning   procedure   (based   
variable   structure   sliding mode). In order to solve the main 
problem of the rule base design, which  called  “the  curse  of  
dimensionality”,  and decrease the rule base size the scatter 
partition method [13] was used. In this case, every rule from 
the knowledge base is associated with some optimal gain set. 
The advantage of this method is the practically unlimited 
expansion of rule base. It can be probably needed for some 
new operating conditions, which are not provided during 
learning process. Finally, the robust H2  stabilizer was 
obtained by minimizing the quadratic norm 2

2
M  of   the   

integral   of   quality   J(u)   in   (3),   where 

[ ] .,      )()( 2/12/1
0 ωjsRuQxZandxsMsZ TT ===  [6]. 

A. Structure of the power System with Robust Controllers 
H2 

The basic structure of the control system  a powerful 
synchronous generator with the robust controller shown in 
Figure 8 [3]  

As command object  we have synchronous generator with 
regulator AVR-FA  (PID with conventional PSS), an 
excitation system (exciter) and an information block and 
measures (BIM) of output parameters to regulated 

 
 
 
 
 
 
 
 
 
 
 
Fig 8.  structure of the power system withe robust controllers H2 
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Fig.10.The realised GUI / MATLAB 

 

IV.  THE SIMULATION RESULT UNDER GUI/ MATLAB 

A. Creation of a calculating code under MATLAB / 
SIMULINK 

The “SMIB” system used in our study includes: 
• A powerful synchronous generator (PSG) ; 
• Tow  voltage regulators: AVR  and AVR-PSS 

connected to; 
• A  Power Infinite   network line  

We used for our simulation in this paper, the SMIB 
mathematical model based on permeances networks model 
culled Park-Gariov, and shown in Figure 9 [10] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

B. A Created GUI/MATLAB  
To analyzed and visualized the different dynamic behaviors 

we have creating and developing a “GUI” (Graphical User 
Interfaces) under MATLAB .This GUI allows as to: 

• Perform control system from PSS controller; 
• View the system regulation results  and simulation; 
• Calculate the system dynamic parameters ; 
• Test the system stability and robustness; 
• Study the different operating regime (under-excited, 

rated and over excited regime). 
The different operations are performed from GUI realized 

under MATLAB and shown in Figure 10. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 9.  Structure of the synchronous generator  (PARK-GARIOV model) with the excitation controller under [10]. 
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Damping coefficient α The static error 

Q OL AVR PSS H2-PSS OL AVR PSS H2-PSS 

-0.1372 Unstable -0.709 -1.761 -2.673 Unstable 2.640 1.620 negligible 

-0.4571 Unstable -0.708 -1.731 -2.593 Unstable 2.673 1.629 negligible 
0.1896 -0.0813 -0.791 -1.855 -2.766 5.038 2.269 1.487 negligible 
0.3908 -0.1271 -0.634 -1.759 -2.695 5.202 1.807 1.235 negligible 
0.5078 -0.1451 -0.403 -1.470 -2.116 3.777 0.933 0.687 negligible 
0.6356 -0.1588 -0.396 -1.442 -2.099 3.597 0.900 0.656 negligible 

The setting time for 5% The maximum overshoot % 
 

Q OL AVR PSS H2-PSS OL AVR PSS H2-PSS 

-0.1372 Unstable 4,231 1,704 rapid 9.572 9,053 7,892 3.682 

-0.4571 Unstable 4,237 1,713 rapid 9.487 9,036 7,847 3.482 

0.1896 - 3,793 1,617 rapid 10,959 9,447 8,314 3.915 

0.3908 - 4,732 1,706 rapid 10,564 8,778 7,883 3.737 

0.5078 14,320 7,444 2,041 rapid 9,402 6,851 6,588 2.290 

0.6356 14,423 7,576 2,080 rapide 9,335 6,732 6,463 6,012 
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C. Simulation result and discussion   
• Stability study 
 

We performed an perturbations by abrupt variation of 
turbine torque ΔTm of 15% at t = 0.2s, 

 The following results (Table 1 and Figure 11, 12) were 
obtained by studying the “SMIB” static and dynamic 
performances in the following cases: 
1. SMIB in open loop (without regulation) (OL) 
2.  Closed Loop System with the conventional stabilizer PSS-
FA and robust control H2-PSS [10]. 

We simulated three operating: the under-excited, the rated 
and the over-excited. 

Our study is interested in the powerful synchronous 
Generators of type: TBB-200, TBB-500 BBC-720, TBB-1000 
(parameters in Appendix) [10]. 

Table 1 presents the BBC -720 static and dynamic 
performances results in (OL) and (CL) with PSS and H2-PSS, 
for an average line (Xe = 0.3 pu), and an active power P=0.85 
p.u , for more details about  the calculating parameters see 
GUI-MATLAB in the Appendix  created.   

Where: α: Damping coefficient ε %: the static error,  
d%: the maximum overshoot, ts: the setting time  

TABLE 1 THE “SMIB “STATIC AND DYNAMIC PERFORMANCES 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

In the Figures 11,12 and 13 show an example of simulation 
result with respectively: 's' variable speed , 'delta' The internal 
angle, 'Pe' the electromagnetic power system, 'Ug' the stator 
terminal voltage; for powerful synchronous generators BBC -
720  with P = 0.85, Xe = 0.3, Q1 = -0.1372 (pu) 

 
• Robustness tests  

In a first step we performed an variations electrical 
parametric (increase 100% of R). then, we performed an 
variations mechanical parametric (lower bound 50% of inertia 
J)  

The simulation time is evaluated at 8 seconds. 
We present in Figure 10 (For electrical uncertainties) and 

Figure 11 (For mechanical uncertainties)  
 

 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 
 
Fig .12.Functioning system in the under-excited used of BBC 720 
connected to a average line with PSS , H2-PSS and OL (Robustness 
tests ) 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
Fig .13. functioning system in the under-excited used of BBC 720 
connected to a average line with PSS , H2-PSS and OL(Robustness 
tests ) 

Fig .11. Functioning system in the under-excited used of BBC 720 
connected to a average line with PSS , H2-PSS and OL (Stability study 
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1. The PSS-AVR model 

 

From the simulation results, it can be observed that the use 
of H2-PSS improves considerably the dynamic performances 
(static errors negligible so better precision, and very short 
setting time so very fast system, and we found that after few 
oscillations, the system returns to its equilibrium state even in 
critical situations (specially the under-excited regime) and 
granted the stability and the robustness of the studied system. 

V.  CONCLUSION  
This paper proposes an advanced control method based on 

advanced frequency techniques: robust H2 approach’s (an 
optimal LQG controller with Kalman Filter), applied on  the  
system AVR - PSS of powerful synchronous generators, to 
improve transient stability and its robustness of a single 
machine- infinite   bus   system   (SMIB).   This   concept   
allows accurately  and  reliably  carrying  out  transient  
stability study of power system and its controllers for voltage 
and speeding stability analyses. It considerably increases the 
power transfer level via the improvement of the transient 
stability limit. 

The computer simulation results (with test of robustness 
against electric and mechanic machine parameters uncertainty), 
have proved a high efficiency and more robustness with the 
Robust H2- PSS, in comparison using a conventional stabilizer 
(with a strong action) realized on PID schemes, showing stable 
system responses almost insensitive under different modes of 
the station. This robust H2 generator voltage controller has the 
capability to improve its performance over time by interaction 
with its environment. 
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Parameters 
 TBB-200 TBB-500 BBC-720 TBB1000 Units of 

measure 
power 
nominal 200 500 720 1000 MW 

 
Factor of 
power  
nominal. 
 

0.85 0.85 0.85 0.9 
 

p.u. 
 

dX  2.56 1.869 2.67 
 

2.35 
 

p.u. 
 

qX  2.56 1.5 2.535 
 

2.24 
 

p.u. 
 

sX  0.222 0.194 
 

0.22 
 0.32 p.u. 

 

fX  2.458 1.79 2.587 
 2.173 p.u. 

 

sfX  0.12 0.115 
 

0.137 
 0.143 p.u. 

 

sfdX  0.0996 0.063 
 

0.1114 
 0.148 p.u. 

 

qsfX 1
 0.131 0.0407 

 
0.944 
 0.263 p.u. 

 

qsfX 2
 0.9415 0.0407 

 
0.104 
 0.104 p.u. 

 

aR  0.0055 0.0055 0.0055 0.005 p.u. 
 

fR  0.000844 0.000844 0.00176 
 0.00132 p.u. 

 

dR1
 0.0481 0.0481 0.003688 

 0.002 p.u. 
 

qR1
 0.061 0.061 0.00277 

 0.023 p.u. 
 

qR2
 0.115 0.115 0.00277 

 0.023 p.u. 
 

 

Proceedings of the 2014 International Conference on Power Systems, Energy, Environment

ISBN: 978-1-61804-221-7 49



 

 

 

Keywords— Costs minimization, network development, 
stochastic approach, transmission lines. 

 
Abstract—In this paper two approaches to choosing the optimum 

cross-section for an overhead line in the market conditions are 
considered: the deterministic approach and the stochastic one. This 
paper presents a new approach for implementing stochastic 
optimization procedure and comparing the results obtained by the 
two methodologies. The paper proposes a stochastic method of 
minimizing the annual costs for the construction of the line based on 
a statistical representation of the electric power prices, ambient 
temperature and electrical current loads in the electrical networks. 
The use of the Monte-Carlo method and the mentioned statistical data 
allow the synthesis of a user-friendly algorithm to solve this problem. 
As examples of stochastic approach 110 kV and 330 kV line were 
chosen. The solution tasks are done in MATLAB and “SAPR LEP 
2011” softwares. 
 

I. INTRODUCTION 
LANNING of the development of transmission networks 
pursues a number of conflicting, in common case, 

objectives, which include the following minimization tasks: 
power losses, capital investments, operation and maintenance 
costs and costs of energy not supplied due to interruptions in 
the network [1]. The complexity of the set task is caused by 
multiple objectives, the large number of variables, and random 
or uncertain character of initial information as well as dynamic 
nature of the problem. 

In recent years, power industries have faced considerable 
changes including deregulation, open markets, appearance of 
local generation and renewable generation sources. These 
factors significantly change the planning task and the solution 
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conditions and inspire a search for a new, more adequate 
method. Therefore, it is necessary to carry out more adequate 
technical and economic calculations in order to determine the 
compromise solution between the construction and 
exploitation costs [2].  

One of the main elements of a rational construction of 
electric networks is the correct choice of conductor cross-
sections at the new overhead power line design stage or in the 
network reconstruction situation. Therefore the choice of the 
optimum cross-section of conductors at design stage of 
networks determines the further costs in the operation of 
networks. 

All the existing methodologies for selection the optimum 
conductor cross-section can be divided into the following two 
categories: the deterministic approach and the stochastic 
approach.  

Significant changes in the conditions of power systems 
operation are leading to the necessity to consider significant 
fluctuations in the electricity prices. As a result there is a need 
for modification and verification of suitability of traditional 
deterministic approach. To test the validity of deterministic 
approach the stochastic method, which is outlined below, has 
been developed. However, convenience of employ, simplicity 
of obtaining additional information can pose the task of its 
development and use as a basic tool for the choice of the 
parameters of the wires. 

This paper initially is devoted to a stochastic formulation of 
the problem. The complexity of the problem and two ways to 
simplify it are shown. The first way is based on the refusal to 
account dispersion of random variables [3], [4]. The second 
applies a user-friendly model for modeling of random 
processes. 

II. SUBSTANCE OF STOCHASTIC APPROACH 
The anticipated optimization problem is based on 

minimization of annual costs, which can be described as: 

),T,,I(C amb Πβϕ=                               (1) 

where ambT,,I β  are respectively line power, energy price 
and the ambient temperature; 

 Π includes the set of other parameters influencing annual 

The stochastic approach for determination of 
transmission line wire cross section 

 
Lubov Petrichenko, Antans Sauhats, Svetlana Guseva, Svetlana Berjozkina, Viktoria Neimane 

P 

Proceedings of the 2014 International Conference on Power Systems, Energy, Environment

ISBN: 978-1-61804-221-7 50

mailto:viktoria.neimane@vattenfall.com�


 

 

costs (such as maintenances cost, investments, interest rate). 
Analyzing (1) one can claim that power and temperature are 

random time dependent parameters [3], which are correlated to 
each other. Correspondingly also C is a random time function, 
since it includes random time dependent parameters. 

Multidimensional random process C(t) can be simplified by 
discretisation [3] of the function to a number of time periods: 

 PLn21 Tt...t,t < ,                     (2) 

where PLT is the length of planning period. 
Probability distribution function can be assigned for each 

time period. These distribution functions can be described as 
[5]:  
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Having the probability distribution functions the average 
costs can be calculated as:  
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Analyzing the equation (5) one can easily state that 
stochastic approach has lead us to formulation of extremely 
complicated target function, especially for  minimization 
problems solution. Indeed, use of a stochastic approach 
requires large-scale statistical data and performance of labour-
intensive calculations. Existence of this fact has formed the 
main barrier for stochastic approach implementation. 
Therefore, due to the rapid development of technologies, 
especially in the data communication and computing areas, this 

drawback of stochastic approach becomes insignificant. 

III. SUBSTANCE OF DETERMINISTIC APPROACH 
To explain the deterministic approach, we have to go back 

to (1) and assume that this equation does not include random 
parameters. In this case the total annual line exploitation costs 
depending on cross-section and line maximal current can be 
defined as follows [6, 7]: 
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         (6) 

where i is the market interest rate, r.u.; 
∑p are the total deductions on amortization, running repair 

and maintenance from the capital investments in the line 
construction, r.u.; 

LK is capital investments of overhead line, €/km. 
τ is the annual utilization period per year, ( )maxTf=τ , h; 

maxT is the utilization time of maximum load per year, h; 
'β  is the specific price of electric power losses, €/kWh; 
''β  is the specific price of capacity at the maximum time of 

power system load, €/kW. 
R  is active resistance of the wire line, Ω/km. 
To simplify the choice of the line cross-section one can 

calculate and outline nomograms by using equation (6). The 
method of nomograms is also called the method of economical 
intervals [6]-[9]. This graphical representation has a shape of 
intersecting parabolic lines.  The intersections of these lines 
indicate the values of the line current i),1i(12 I...I −  at which the 

transition from one cross-section to another is economically 
viable. The segment between two marginal current values 
corresponds to certain cross-section optimal for this segment.  
The new set of parameters Σp , 'β , ''β in (6) results in a new 
set of intersecting parabolic lines. The thick bottom line points 
at calculated minimal costs and the corresponding optimal 
cross-sections for each segment. 

The choice of cross sections can be made knowing the 
maximal current and the parameters in equation (6). The 
examples of economic intervals for 110kV and 330 kV 
overhead lines are presented in Fig.1, Fig.2. Capital 
investments are calculated by special program “SAPR LEP 
2011” and are described in VII part of the paper. 

In Fig.1 it is seen that transfer from cross section 1xAS-
185mm2 to 1xAS-240mm2 is economically profitable at line 
current value 100A. In Fig.2 transfer from cross section 1xAS-
400mm2 to 1xAS-500mm2 is profitable at 350A, but from 
2xAS-300mm2 to 2xAS-400 mm2 – 600A. If curves that don’t 
have any crossing with other ones, then corresponding cross 
sections are economically unprofitable and are not used for 
line construction. 
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Fig.1. Current economic intervals for 110 kV overhead lines with AS 

wire  

 
 

Fig.2. Current economic intervals for 330 kV overhead lines with 
decomposed AS wires and single AS wire in phase. 

IV. DETERMINISTIC APPROACH’S SHORTCOMINGS 
The deterministic approach is simpler; however, it uses a 

number of assumptions, the validity of which at the new 
(market) conditions is questionable. By using the deterministic 
approach, it is difficult to reflect non-linear behavior of the 
system.  

The main drawback of the deterministic method is 
assumptions leading to disregarding of random parameters in 
equation (1). In addition, according to the equation (6) the 
relation between costs and the load current is a nonlinear 
function.  It can be stated that the dispersions of the load 
current, electricity prices, line resistances (considering 
temperature dependence) are considerable and influence the 
final calculation result. Variability of the load current in (6) is 

taken into account by choosing annual utilization period per 
year τ, price variation is not taken into account at all. 

Thus, there is a need to investigate suitability of 
deterministic approach or necessity to replace it with a more 
accurate stochastic approach. 

V. SYNTHESIS OF ALGORITHM BASED ON  STOCHASTIC 
APPROACH  

Let us return to the stochastic problem formulation 
described by equation (5). In order to estimate annual costs 
according to (5) the complicated multidimensional integral 
should be calculated. It should be added that for the 
considered task the dimension of the integral can be huge, 
since the planning period for the transmission lines is normally 
25-40 years at the same time the electricity prices can vary 
considerably on hourly bases. This means that the number of 
discrete time periods leading to the dimension of the integral 
can become hundreds of thousands. 

Moreover, in specified task it is necessary to operate with a 
minimum of three correlated processes. In this case 
autocorrelation and correlation functions [2], [10] should to be 
taken into account. It can be confirmed, that in order to avoid 
labor intensive calculating it is necessary to limit the number 
of sampling time moment, because each moment should be 
described by the distribution function. For this purpose it is 
possible to use detachment of year into few specific days 
(winter, spring and autumn, summer, work or holidays) [1]. 
The distribution functions of the parameters for each of such 
days can be approximated for example by Pearson charts [2]. 
However, this kind of analysis still demands a lot of efforts.  
This paper presents the new approach to solve the problem.  

The algorithm for estimation of cost of power losses 
described below is based on the following assumptions: 

1) Cost of power losses is the random time dependent 
function; 

2) Considerable amount of data from the past is available 
(databases formed by supervisory control and data acquisition 
(SCADA) system); 

3) The records from the past can be projected into the future 
processes; 

4) Projection of the records from the „past” (Tamb
P(t), βP(t), 

IP(t)) into the „future” processes (Tamb
F(t), βF(t), IF(t)) can be 

performed by using one of the load forecasting parametric or 
artificial intelligence based methods [11]. 

In this paper there is a use of the following two algorithms 
(see Fig. 3): 

 using the linear algebraic expressions that describe 
changes in the characteristics of the random process 
in time (for example average value and standard 
deviation of line power changes in the future). 

 by summing up the records of past processes with 
anticipated changes. In this case, to the load of past 
years can be attached the planned new energy objects   
load. 
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Fig. 3. Load forecasting scheme structure 
 
5) The random process of variations in cost of power losses 

is egrodic [5]:  (the term is used to describe a dynamical 
system which, broadly speaking, has the same behavior 
averaged over time as averaged over the space of all the 
system's states). In this case: 

 { } ∫
+

≈
8760Ti

Ti
amb dt)),t(T),t(),t(P()t(CM Πβϕ             (7) 

where Ti-Ti+8760 is duration year long period.  

Adopting (7) instead of (5) allows calculating the average 
value of annual costs based on multidimensional random 
process with I(t), B(t), Tamb(t).  

In this approach due to the implementation of new smart 
grid technologies realization of (7) became very simple and 
allows to perform multidimensional registration of parameters 
(power, air temperature, prices, etc.) and to create an 
electronic database (library). 

The key points of each method for determing annual costs 
are presented in Fig. 4. 

 

 

Fig.4. The key points of each method for determing the annual costs 

VI. DESCRIPTION OF STOCHASTIC APPROACH’S ALGORITHM  
The new approach is based on following stochastic 

processes realization records application: 
-Price change records of market. 
-Ambient temperature records. 
-Line load records. 
The process of price and load changes during the time is 

expressed as non-stationary process that is why the historical 
records should be corrected. 

The load records for the new line simply do not exist. There 
are two ways how to solve this problem:  

1) select the line, which is analogue to the new one (by 
consumer type and number) 

2) use the individual consumer load records and calculate 
the total line load by the summing up all the consumer loads. 

Ambient temperature change process can be considered as 
stationary (if not taking into account climate changes). This 
means that the temperature records can be used without 
correction. 

The structure the proposed algorithm is given in Fig. 5. 
 

 
Fig.5. Simplified algorithm for calculation of annual line exploitation 

costs 
 
Annual costs are calculated using the extrapolated and 

modified data. 
Let’s determine two problems, which appear using this 

algorithm: 
1) Calculation of line annual costs demands a huge amount 

of input data and extensive calculations.  
2) Extensive calculations. 
The first problem can be solved, using Internet opportunities 

and public available data bases, besides the load data which is 
formed and recorded by power utility companies. But 
extensive calculations can be simplified using Monte-Carlo 
method. 

The method of Monte-Carlo [10], [12] for average costs (7) 
calculation is very applicable. The new approach is realized in 
a software and enables quickly and easily to solve the set task. 
In our case, the solution task is done in MATLAB.  

VII. CASE STUDY 
In general, the capital investments of transmission line 

construction are calculated by using simplified formulas, but 
nowadays due to the constantly changing conditions of the 
design – the transition from typical model design solutions to 
an individual approach as well as economic factors and 
modern energy market conditions directly affect the changes in 
prices, thus creating significant differences in costs. In 
consequence, it is necessary to evaluate capital investments in 
more precise formulation of the posed problem, taking into 
account the particular transmission line route, its length; the 
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climatic conditions; the choice of the type of mass support, 
conductor, insulator; the regional perspective of the 
development of electricity supply; land alienation, etc. [1] 

In this paper both 110 kV and 330 kV overhead lines (OHL) 
were considered for revealing the economic efficiency of 
power line designing based on the minimization concept of the 
total annual exploitation cost. The length of each line was 
conditionally assumed as 100 km.     

A number of the competitive variants concerning the 
selected conductor cross-sections as well as mass tower 
heights were selected based on the OHL design practice and 
experience. The comparison was based on two specific cases: 

1. There is a 110 kV OHL, which must provide current 
160 A. Due to the specific requirements of the load 
development in a particular region, the tower height to 
a lower conductor is assumed as 20 m; 

2. There is a 330 kV OHL, which must provide current 
750 A. Because of the same reason as for the 110 kV 
circuit, the tower height to a lower conductor – 22 m. 

The following cross-sections of aluminium steel (AS) 
conductor were selected:  
 For 110 kV: AS-120/19, AS-150/19, AS-185/29, AS-

240/32. 
  For 330 kV: 2xAS-300/39, AS-400/22, AS-500/27, 

AS-600/72. 
To achieve the posed objective of this paper taking into 

account a great amount of the necessary informative data about 
line parameters: the line length, line support types, insulator 
types, line mounting costs and many others, the modern 
integrated software designed for automated design of 
transmission line can be implemented, which will significantly 
speed up the process of choosing the optimum transmission 
line design variants and provide the more adequate and cost-
effective solution.        

Nevertheless, the more adequate estimation of capital 
investments requires a sufficiently complete possession of the 
whole database of conductors, towers and line fittings. In view 
of the above, this paper considers the refined approach, which 
consists of three steps and the process of an evaluation of the 
total annual exploitation cost is the following: 

1. There is an assessment of the capital investments for 
the OHL by using a comprehensive software solution, 
which takes into account previously defined 
competitive variants of the transmission line design, 
including selection of the conductor type (in this paper 
the steel aluminium (AS) conductor was chosen), the 
cross-sections of this conductor, the number of 
conductor per phase and the number of circuit in line 
(to provide the necessary capacity of a particular line); 
mass tower type and its heights; the insulator type as 
well as a line route. 

2. Using the data on power losses in OHL, depending on 
the previously adjusted and selected cross-sections of 
the AS conductor, recalculation of total annual 
exploitation costs taking into account the cost of power 

losses was done; Selection of the best variant of 
transmission line design with the minimum total annual 
exploitation costs, which corresponds to appropriate 
cross-section of AS conductor. 

3. As far as consider the first step, here the competitive 
variants were selected by using a special program 
“SAPR LEP 2011”, which allows choosing the most 
suitable cross-sections of AS conductor, the tower type 
and its’ height to lower conductor according to climate 
conditions along the OHL route placement and 
provides the determination of the total number of 
towers [13].  

Price of losses, line current and ambient temperature for the 
period of time determined on the basis of sustainable statistical 
data [14], [15]. 

Fig. 6 presents the obtained results of the calculations of the 
total capital investments for both particular 110 kV and 330 
kV OHL cases from a minimization point of view. 

 

 
Fig.6 The diagram of total capital investments for designing OHL 

 
Fig. 6 reveals the following: 
1) Variant No. 1 – for 110 kV OHL: the load is 160 A, 

1xAS-120/19 conductor; for 330 kV OHL: the load is 
750 A, 2xAS-300/39 conductor; 

2) Variant No. 2 – for 110 kV OHL: the load is 160 A, 
1xAS-150/19 conductor; for 330 kV OHL: the load is 
750 A, 1xAS-400/22 conductor; 

3) Variant No. 3 – for 110 kV OHL: the load is 160 A, 
1xAS-185/19 conductor; for 330 kV OHL: the load is 
750 A, 1xAS-500/27 conductor; 

4) Variant No. 4 – for 110 kV OHL: the load is 160 A, 
1xAS-240/32 conductor; for 330 kV OHL: the load is 
750 A, 1xAS-600/72 conductor.  

The analysis shows the following: 
A. The amount of capital investments for 110 kV OHL is 

approximately 2.5 times smaller as compared with the 
330 kV OHL; 

B. If there is a 110 kV OHL, the line with 1xAS-150/19 
conductor has the lowest capital investments (the tower 
height to a lower conductor is 20 m) – 176136 €/km; 

C. If there is a 330 kV OHL, the line with 1xAS-400/22 
conductor has the lowest capital investments (the tower 
height to a lower conductor is 22 m) – 430963 €/km. 
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As a result, the total capital investments must be calculated 
taking into account whole initial data concerning the main 
designing components of the OHL, which relates to the 
determination of the optimum solution already at the stage of 
feasibility study and the obtained results of capital investment, 
will greatly impact the final result of the calculations of the 
annual total cost. 

The second step presents the obtained results of the possible 
competitive variants after the first step realization, which in 
this case takes into account power losses. The total deductions 
on amortization, running repair and maintenance are assumed 
as 7.6 %, and market interest rate – 5 %. 

Taking into account all factors and values of parameters, 
overhead line cross- section under open market conditions is 
estimated by two methods: economic intervals method and 
Monte Carlo method.  

The method of Monte Carlo is applied as following: for 
each cross-section annual average cost is calculated by using 
the past records data base and certain number of trials 
(N=1000). From all obtained average costs the minimal cost 
and the corresponding optimal cross-section is chosen. Fig. 7 
and Fig. 8 illustrate the results of calculations by the Monte 
Carlo method.  

Accordingly to Fig. 1 and Fig. 2, optimal cross-sections 
were chosen by economic intervals method. Two variants are 
offered: single AS wire and decomposed AS wire.  

Finally, the variants with minimum total annual exploitation 
costs of OHL design and appropriate the optimum cross-
section of AS conductor based on the two specific cases, 
which were formulated previously, can be founded (see Table 
I and Table II).  

 
 
 
 

TABLE I.  RESULTS COMPARISON OF METHODS (110 KV)  

 

 
Fig.7. Calculated annual exploitation costs’ of 1xAS-240 depending 
on line current (Monte Carlo method, 110 kV). 

 
Let us consider the second case, when there is a 330 kV 

OHL, which shows the other obtained results of the annual 
costs. 

TABLE II.  RESULTS COMPARISON OF METHODS (330 KV)  

 

 
Fig.8. Calculated total annual exploitation costs’ of 1xAS-600 
depending on line current (Monte Carlo method, 330 kV). 
 

As a result, the following can be concluded: 
 If there is a first case (110 kV OHL), then 

preferable AS conductor cross-section is 1xAS-
240/32. 

 If there is a second case (330 kV OHL), here AS 
conductor cross-section by using the Monte Carlo 
method is 1xAS-600/72, but by using economic 
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interval method there are two possible variants: 
1xAS-600/72 or 2xAS-400/22.  

 If there is first case (110kV, 160 A), then it can be 
concluded that there is insignificant difference in 
values of the total annual exploitation costs for 
Monte Carlo method – 23082 €/km, for economic 
interval method – 23580 €/km (2,11%).  

 If there is second case (330kV, 750 A), then it can 
be concluded that there is quite closed values of the 
total annual exploitation costs. For first variant the 
difference is 8%, but for second variant it is 11%.  

After all estimations it can be resulted that chosen optimal 
cross-sections by two approaches differ. Given calculations 
prove that two methods are suitable for optimal cross section 
choice. However, stochastic approach is more accurate and 
reliable one. 

VIII. CONCLUSION 
1) New tendencies and conditions in organization of electric 

power supply (deregulation, open market and appearance of 
local generation) increase level of uncertainty in planning tasks 
and inspire the search for new accurate methods, based on 
stochastic positions and Monte-Carlo method application. 

2) The developed algorithm takes into consideration the 
stochastic nature of energy prices, ambient temperature and 
load lines. 

3) The proposed algorithm allows finding the minimum 
overhead line annual cost and the choice of wires optimal 
cross-section. 
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Abstract— This paper presents a new multi-objective 

optimization approach based on non-dominated sorting to solve 
complex problem subject to the heavy equality and inequality 
constraints in power system. The proposed approach employs 
application of non-dominated sorting mechanism based on crowding 
distance calculation to produce a well distributed Pareto-optimal set 
of non-dominated solutions. Moreover, fuzzy set theory is employed 
to extract the best compromise solution over the trade-off curve. 
Several optimization runs of the proposed approach are carried out on 
the standard IEEE-30 bus test system. The results demonstrate the 
capabilities of the proposed approach to generate true and well-
distributed Pareto-optimal non-dominated solutions of the multi-
objective problem in one single run. Finally, some of the system 
objectives are improved by sacrificing other objectives. The 
transmission losses, emission and generation fuel cost objectives are 
optimized simultaneously using the proposed algorithm. 
 

I. INTRODUCTION 
HE Optimal Power Flow (OPF) is a popularly used 
method in electrical power system for effective controlled 
operation and proper planning towards meeting the load 

growth subjected to meeting various objectives. The chief 
necessity of the optimization of the power flow is to estimate 
the proper combination of the controllable parameters like 
voltage and real power generation at generator buses, tap 
setting of the transformers in transmission lines, value of 
compensating capacitors towards minimization of the specific 
objective functions. A problem with more number of 
controllable parameters makes the system non-linear and 
discontinues. So, traditional solution methodologies failed to 
give an optimized global solution.  

The conventional dynamic technique is applied to OPF 
problem and benders decomposition for effective scheduling 
in a power system to meet the required demand at minimum 
production cost [1, 2]. At power stations, various strategies 
like installation of electrostatic precipitators and gas 
scrubbers, replacement of fuel-burners, efficient cleaners and 
shifting towards low emission fuels are the alternatives for low 
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emission dispatch. These options can be made for long-run 
planning. In [3], a strategy to minimize emission was 
proposed. 

In power system, minimizing of transmission real power 
losses can be considered as one of the objective functions for 
the effective reactive power dispatch [4].  

The literature concentrated on the application of 
evolutionary optimization techniques to OPF problems like, 
linear and non-linear programming [5-7], Newton's method 
[8], Quadratic Programming [9], Fast Successive Linear 
Programming algorithm [10], etc. At present, these 
evolutionary algorithms are promoted to overcome the 
drawbacks of the traditional optimization techniques, as their 
inherent capability of processing towards the best result and 
extensive exploration in search space [11].  

The algorithms like Multi-Objective Stochastic Search 
Techniques (MOSST) [12], Multi-Objective Evolutionary 
Algorithm (MOEA) [13], Strength Pareto Evolutionary 
Algorithm (SPEA) [14], Niched Pareto Genetic Algorithms 
(NPGA) [15] and Nondominated sorting in Genetic 
Algorithms (NSGA) [16], etc., can be used to solve multi 
objective optimization problem.  

PSO is a stochastic algorithm that can be applied to non-
linear optimization problems. PSO has been developed from 
the simulation of simplified social systems such as bird 
flocking and fish schooling by Kennedy and Eberhart [17]. 

The main contribution of this paper is “the application of 
Nondominated Sorting methodology with Particle Swarm 
Optimization (NDSPSO)” to organize objectives on a given 
system subjected to satisfy multiple objectives and to find 
globally compromised solution using fuzzy decision-making 
tool. 

The proposed methodology is applied to IEEE-30 bus test 
system. Some of the results of the proposed method were 
compared with the results of the existing method [5].  

II. PROBLEM STATEMENT 
Many of the optimization problems discussed in the 

literature is restricted to either of the certain objectives like 
Generation Cost, Emission, and Losses etc. But in practice it is 
necessary to optimize many of the above objectives 
simultaneously, subjected to equality, inequality, practical and 
operating constraints. Hence, it is clear that the effectiveness 
and efficiency of multi-objective algorithm gives best 
compromised solution subjected to constraints on a system.  

Multi-Objective Optimization using NDSPSO 
with Cost, Emission and Loss Objectives 

S.Sivanagaraju*, Ch.V.Suresh, K.Srikumar, A.V. Naresh Babu 
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A multi-objective optimization technique NDSPSO is 
applied to optimize system objectives such as Generation 
Cost, Emission, and Losses simultaneously subjected to the 
system constraints.  

Aggregating all objectives and constraints, the problem 
can be formulated mathematically as a constrained nonlinear 
multi-objective optimization problem as follows: 

 
 

Subject to  
 
 

where ‘ ’ and ‘ ’ are the equality and inequality constraints 
respectively and  is a control vector of variables 
corresponding to solution.  and  are number of objective 
functions. 

The organization of the paper is given as: Constrained 
Problem formulation, multi-objective optimization approach 
with algorithm and corresponding numerical results are given 
in sections III, IV, and V respectively. 

III. PROBLEM FORMATION 
Multi-objective optimization can have two or more 

objective functions to be optimized at same time. As a result, 
there is no unique solution to multi-objective optimization 
problems, but the aim is to find all possible compromised 
solutions available in search space (called Pareto front set). 

A. Generation Fuel Cost 
The fuel cost function which satisfies particular operating 
constraints and practical loading concern can be represented 
approximately by a simple quadratic function, under the 
assumption that the incremental cost curves of the generating 
units are monotonically increasing piecewise linear functions. 
The fuel cost function of any generator can be mathematically 
expressed as 

 

where  is the number of generators, ,  and are the 
cost coefficients and is the real power output of 

generator. 

B. Emission 
While minimizing fuel cost of generating units, may 

produce high levels of  and  emissions [18]. 
The total  atmospheric pollutants such as Sulpher 

oxides  and Nitrogen oxides   emitted by [5] is
  

 

 
where are emission coefficients of the 

 generator.  

C. Power System Active Power Losses 
In power system to enhance power delivery performance, 

one of the important issues to be considered is active power 
loss.  

 

 
where  is total number of transmission lines,  is the 

conductance of  line which connects buses and . 
 are voltage magnitude and angle of 

buses. 

D. Constraints 
Equality constraint 

This constraint is typically load flow equations. 
• Power balance constraint 

=  +  

E. In equality constraints 
These constraints represent system operating limits. 
• Active and reactive power generation constraint 

 
 

where  are the active and reactive power 
generations of  generator, , and , 

 are the corresponding minimum and maximum 
active and reactive power generation limits of the  
generator. 

• Security constraint 
  

where  is the line  flow and  is the 
maximum  flow limit of the line,  is the 
total number of lines. 

• Transformers tap position constraint 
 

where  and  are the minimum and 
maximum tap positions of the  transformer, 
respectively,  is the total number of tap positions. 

• Bus voltage magnitude constraint 
 

where  is the bus voltage magnitude, and 
 are the minimum and maximum voltage 

magnitude values of the bus, respectively. 
• Switchable VAr sources constraint 

 
where  and  are the minimum and 
maximum values of the reactive power compensated 
by the  capacitor and  is the number of 
compensators respectively. 

A penalty function [19] is added to the objective function, if 
any of the controllable parameters violates any of the 
constraints. The methodology of the penalty handling is 
considered as in [20]. The penalized objective function can be 
written as the sum of unpenalized objective function  
plus penalty. 
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where  are penalty factors. ‘ ’ is the 
number of buses,  is the limit value of the dependent 
variable ‘ ’ given as 

 

IV. MULTI-OBJECTIVE SOLUTION APPROACH 
Multi-objective optimization means optimizing multiple 

objectives of a system simultaneously and systematically. 
Generally, these objective functions are peculiar and often 
challenging and inconsistent. Multi-objective optimization 
with such challenging objectives produces set of optimal 
solutions, instead of a single optimal solution. The reason for 
this type of   optimality is that, choosing better choice to all 
objective functions as per the requirement consist many issues. 
These optimal solutions are known as Pareto front sets. 

A general multi-objective optimization problem consists of 
a number of objectives to be optimized (either minimization 
and/or maximization) simultaneously and is associated with a 
number of equality and inequality constraints given in 

 subject to control vector  
consisting of generator bus voltage magnitudes, active power 
generations, transformer tap settings, and reactive shunt 
compensators. 

 
 

where are the number of generators, number of 
regulating transformers, and number of shunt compensators, 
respectively. 

For a multi-objective optimization problem, let any two 
solutions  and  can have one of two possibilities: one 
prevails the other or none prevails the other. If  leads the 
solution ,  is called the nondominated solution. The 
solutions that are nondominated within the search space are 
expressed as Pareto front and composed as Pareto optimal set. 

A. Non Dominated Sorting 
Deb [21] proposed a nondominated sorting method to 

solve multi-objective optimization problems. There is a 
requirement to find multiple Pareto front sets in a single run. 
The fundamental reason behind this multi-objective problem 
formulation is that it is not probable to have a single solution 
which optimizes all objectives [22].  

In order to find the superiority of each solution in a 
population of size  with respect to other solutions 
corresponds to other populations, sorting and comparison 
operations are performed.  This needs  comparisons for 
each solution, where  is the number of objectives. At first 
the nondominated front set is found by using comparison 
operation on all individuals. In order to find the next front, the 
comparison procedure for the remaining individuals needs to 
be repeated. 

Again new population is generated along with the current 
population, comparison and sorting procedures are applied to 

obtain best  individuals from the total individuals where  is 
the population size. The sorting is based on the crowding 
distance between the Pareto front sets. 

B. Detailed description 
1) Population initialization 
The population for the control parameters is initialized 

between the ranges. 
2) Nondominated sort 
The generated population is ordered based on individual 

domination with the other individuals. The algorithm is 
described in [21] is used for sorting Pareto front solutions. 

3) Crowding distance 
Crowding distance is calculated for the individuals after 

nondominated sorting procedure is completed. Finally main 
front sets are selected based on crowding distance of the 
individuals in the front set.  
       The fundamental idea behind the calculation of crowding 
distance is to find the Euclidian distance between each 
individual in a Pareto front, based on their  objectives in 
the  dimensional solution space. The individuals in the 
boundary are always selected since they have infinite distance 
assignment.  

C. Particle Swarm Optimization [28] 
Particle swarm optimization conducts its search using a 

population of particles. Each particle in PSO changes its 
position according to new velocity and the previous positions 
in the problem space. 

Because of the advantages of the PSO, like simple concept 
and implementation mechanism, handling of control 
parameters, finding procedure of the global best solution is 
chosen to implement the defined solution methodology. 
In PSO, the particle velocity and the position in th 
iteration is updated using  

 

 

 

 

 
where k is the iteration count, and  are acceleration 

coefficients,  and  are uniformly distributed 
random numbers in [0 1].  is the best position found by 
the particle  so far,  is the position among all particles. 
Here, the second part is a cognitive part and has its own 
thinking and memory. The third term is the social parameter 
on which the particle changes its velocity.  is the inertia 
weight and can be calculated as follows 

 

  Equations  have three tuning parameters ω, 
and  that greatly influence the PSO algorithm 

performance. The value of  was proposed linearly with time 
from a value of 1.4–0.5 [23]. As such global search starts with 
a large weight value and then decreases with time to favor 
local search over global search [24]. In this paper, the 
methodology to find values for the tuning parameters and the 
procedure of updating dynamic inertia weight is implemented 
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[5]. Because this provides a balance between global and local 
explorations, thus it needs less number of iterations to get an 
optimal solution. 

D. Best compromise solution 
Upon having the multiple nondominated Pareto front sets, 

fuzzy decision maker is used to select the best compromised 
solution. The  objective function  is represented by a 
membership function μm defined as in [25] 

 

for minimization of objectives where  and  are 
the minimum and maximum value of the objective 
function among all non-dominated solutions, respectively. 

For each solution in nondominated front set , the 
normalized membership function  is calculated as  

 

where  is the number of non-dominated solutions. The 
best compromised solution is the one corresponds to the value 
of . 

E. The computational flow 
The main objective is to find the multi-objective optimized 

loadability estimation on a system by satisfying the 
constraints. In NR load flow, the ‘Qgen’ limits at generator 
buses are verified and the same bus has been converted into 
the load bus if any of the minimum/maximum values is 
violated.  The chaotic formula for the inertia weight and the 
self adaptive method for computing the learning factors beside 
the proposed algorithm work well for multi-objective 
optimization problems. So, proper weight should be given to 
the objectives to get an optimized performance on a system. 
As a matter of fact, after acquiring the Pareto front solutions, 
the decision maker needs to choose one best solution 
according to the requirement. In this study, W1, W2, and W3 are 
the weights of corresponding objective functions, respectively, 
and also . 

F. Setting of the proposed approach 
The methodology used in this study was developed and 

tested on 2.19 GHz PC with 2GB RAM using MATLAB 
platform. On all optimization runs, the PSO population size 
and the maximum number of iterations were considered as 100 
and 100 respectively. 

V. NUMERICAL RESULTS 
In this study, the standard IEEE 30-bus, 6-unit test system is 

considered to investigate the effectiveness of the proposed 
approach. The system data is taken from [26, 27].  

The entire analysis is divided into cases I, II, and III which 
corresponds to single, two and three objectives optimization 
problem respectively. The detailed analysis of each case is 
presented in the following sections. Some of the results of the 
proposed method are compared with the existing method [5] 
and are given in Appendix A. 

i. Case – I (Single objective) 
The result of control variable variation corresponding to 

the multiple objectives is given in Table 1. It is observed that 
the minimization of cost function results in increase of the 
emission by a factor of 0.7904 and losses by 1.9874 (all 
factors are with respect to their minimized values). Table 1 
reveals that the minimization of emission function results in 
increase of the cost by a factor of 0.1801 and losses by 0.0709. 
Minimization of losses in the system increases the cost by a 
factor of 0.2089 and emission by 0.0119. The corresponding 
convergence patterns are shown in Fig 2. 

Table 1.  Control variables related to multiple objectives 

 Cost, $/h Emission, ton/h Loss, MW 

Pg1, MW 177.22929 64.00868 51.39099 
Pg2, MW 48.550303 67.59438 80.00 
Pg3, MW 21.462934 50.00 50.00 
Pg4, MW 21.211045 35.00 35.00 
Pg5, MW 11.881975 30.00 30.00 
Pg6, MW 12.000032 40.00 40.00 
Vg1, pu 1.1 1.092719 1.1 
Vg2, pu 1.0370108 1.082577 1.041686 
Vg3, pu 1.0646606 1.057189 1.083148 
Vg4, pu 1.0544999 1.068489 1.087906 
Vg5, pu 0.9634969 0.944209 1.099556 
Vg6, pu 1.1 1.093477 1.1 

Tap6-9, pu 0.9514214 1.015055 1.017291 
Tap6-10, pu 0.9910521 0.9562 0.968865 
Tap4-12, pu 0.9919611 0.994948 0.983142 
Tap27-28, pu 0.9679805 0.966505 0.970435 

QC10 15.974439 17.78494 21.07306 
QC24 10.460198 17.53809 11.67689 
Cost 800.17747 944.3457 967.4024 

Emission 0.3664768 0.204683 0.207122 
Loss 8.9355744 3.203066 2.99099 

 
(a) Cost minimization, (b) Emission minimization, (c) Loss minimization, 

Figure 2. Convergence pattern of the objective functions 
ii. Case – II (Two objectives) 

In this case, the proposed methodology handles two 
objectives together as multi-objective optimization problem. 
There are three possible combinations with three objective 
functions. For each combination there are nine sets, which are 
selected based on the distribution of weights between 
objectives. Due to space limitation, the results of the best 
compromised over Pareto optimal solutions for Cost-Emission 
combination is given in Table 2. The corresponding variation 
of active power generations, voltages, tap positions and QC 
values with respect to sets is shown in Fig 3. 

Table 2. Multi-objective optimized result for different sets (weight factors) 
W1 W2 COST EMISSION 
0.9 0.1 805.9989 0.311993 
0.8 0.2 805.9989 0.311993 
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0.7 0.3 814.6776 0.279295 
0.6 0.4 820.8772 0.265939 
0.5 0.5 830.0619 0.251936 
0.4 0.6 844.5205 0.23754 
0.3 0.7 862.3286 0.225341 
0.2 0.8 880.9416 0.217372 
0.1 0.9 907.6102 0.211557 

 
Figure 3. Variation of PG, VG, Tap, and QC for different Cost-Emission sets 

For the remaining combinations, selective analysis is given Table 3. 
Table 3. Multi-objective result for different weight factors (Two objectives) 

W1 W2 W3 Cost 
($/h) 

Emission 
(ton/h) 

Loss 
(MW) 

0.8 0.2 0 805.9989 0.3119 - 
0.5 0.5 0 830.0619 0.2519 - 
0.2 0.8 0 880.9416 0.2174 - 
0.8 0 0.2 809.8782 - 6.9513 
0.5 0 0.5 824.0478 - 5.6957 
0.2 0 0.8 860.8800 - 4.5731 
0 0.8 0.2 - 0.2047 3.1200 
0 0.5 0.5 - 0.2054 3.0738 
0 0.2 0.8 - 0.2062 3.0391 

Table 3 reveals that the importance of the objective function 
gives the suitable minimized value. Highest generation cost 
(880.9416 $/h) is possible with the emission (0.2174 ton/h). 
Two dimensional plots for the following combinations are 
shown in Fig 4. 

 
                         (a)                      (b) 

 
(c) 

(a) Cost – Emission   (b) Cost – Loss (c) Emission – Loss 
Figure 4. Two dimensional best Pareto-optimal fronts 

iii. Case – III (Three objectives) 
Here in this case all the three objectives are considered to 

form multi-objective optimization problem. With three 
objectives the possible number of sets is 34 based on weights 

distribution, here some sample sets are considered and are 
tabulated in Table 4, which shows the effectiveness of the 
algorithm. 
Table 4. Multi-objective result for different weight factors (Three objectives) 

W1 W2 W3 Cost 
($/h) 

Emission 
(ton/h) 

Loss 
(MW) 

0.8 0.1 0.1 807.0440 0.305555 7.733541 
0.1 0.8 0.1 914.1322 0.211742 4.766982 
0.1 0.1 0.8 883.9452 0.223555 4.571413 
0.4 0.4 0.2 857.5084 0.230174 5.067601 
0.4 0.2 0.4 857.5084 0.230174 5.067601 
0.2 0.4 0.4 882.7626 0.221819 4.629423 
0.3 0.3 0.4 869.4727 0.22509 4.856591 

       From the Table 4 it is clear that, the maximum cost 
(914.1322) is possible with the emission (0.2117) and loss 
(4.7669). The generated Pareto fronts confines to entire trade-
off regions; this is because of the effectiveness of the proposed 
methodology. 
       The three dimensional Pareto fronts for three objective 
functions is shown in Fig 5. 

  
Figure 5. Three dimensional Pareto fronts for Cost-Emission-Loss 

VI. CONCLUSION 
The stated hypothesis has been proved and validated with 

proposed NDSPSO algorithm. The handling of the multiple 
objectives needs a lot of expertise and estimating simultaneous 
control actions towards the objective optimization has been 
validated with the proposed method. The objectives generation 
cost, emission and loss are optimized subjected to equality, 
inequality and physical constraints. The proposed evolutionary 
algorithm named “NDSPSO” shows its capability to handle 
different objectives based on its nature (i.e minimizing certain 
objectives). The fuzzy decision making tool to select best 
Pareto front from the generated Pareto optimal solutions 
proves its effectiveness in selection of globally best solution. 
The developed code takes around 60-80 seconds for the 
combinations. Since the proposed methodology uses the 
calculation of acceleration coefficients and inertia weight 
based on the nature of the solution and it can be applied to any 
type of the objectives 

APPENDIX 
The results validation of proposed method is compared 

with the existing method [5] and is tabulated in Table.A1. 
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From Table.A1, it is observed that, the proposed methodology 
yields better results. 
Table A1. Comparison between Multi-objective results for IPSO & NDSPSO 

Weights Existing IPSO [5] Proposed NDSPSO 

W1 W2 W3 Cost 
($/h) 

Emission 
(ton/h) 

Loss 
(MW) 

Cost 
($/h) 

Emission 
(ton/h) 

Loss 
(MW) 

0.8 0.2 0 823.134 0.2751 - 805.998 0.312 - 
0.5 0.5 0 841.052 0.2585 - 830.061 0.252 - 
0.2 0.8 0 860.421 0.2383 - 880.941 0.217 - 
0.8 0 0.2 839.843 - 8.976 809.878 - 6.951 
0.5 0 0.5 850.916 - 7.893 824.047 - 5.696 
0.2 0 0.8 869.731 - 6.775 860.880 - 4.573 
0 0.8 0.2 - 0.2061 5.213 - 0.205 3.120 
0 0.5 0.5 - 0.2063 5.179 - 0.205 3.074 
0 0.2 0.8 - 0.2066 5.162 - 0.206 3.039 
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Abstract — Now there are a lot of distributed generation using 
induction machine are connected to distribution grid. This machines 
is usually not found interest by reactive power (even reactive power 
consumption), so they generally affect the entire grid voltage 
stability, and can cause instability in itself it is no longer balanced by 
the torque to work. This paper presents a method to study the 
relationship between the active power and voltage at the Point of 
common coupling (PCC) connected wind power plant to identify the 
voltage stability limit. It is a foundation to build a permitted working 
operation region in complying with the voltage stability limit at the 
PCC connected wind power. 

Keywords—Voltage stability; DFIG, PV curve, Thevenin; PCC.  

I. INTRODUCTION 

n distribution grids without distributed generation using 
induction machine (IM) usually occurs voltage instability 
when increasing load power or changing operating 
conditions. The main factor causing voltage instability is 

responding inability of demand reactive power in the 
distribution grid. The parameters related to voltage collapse 
are the active power and reactive power of the grid. When 
distributed generation (DG) is connected to the gird this 
problem becomes more complex because DG have many 
potential factors causing voltage instability. If the DG is the 
synchronous generator, it may be unstable sync. If  DG is 
induction, then it does not supply the reactive power, so DG 
can affect overall stability to the entire grid voltage, and can 
cause instability in itself by no longer balance work torque 
[1]. This is the case of wind power connection with induction 
machine in the distribution grids. Therefore, the study of 
voltage stability in the distribution grids having DG relation 
to understand the structure causing voltage instability, and 
reliability analysis work stability (sufficient reserve stability 
coefficients) of  DG themselves. This paper studies the factors 
ensures stable voltage for induction machine of the wind 
turbines working in distribution grids. First of all, the article 
will be modeling distribution grids having induction machine, 
then build voltage stability analysis tool in node connection 
induction machine.  

II. MODEL OF INDUCTION MACHINE IN WIND 
TURBINES 

2.1. Model of induction machine squirrel cage type in 
wind turbines (IM) 

Equivalent Diagram of machine when the rotor turns is shown 
in figure 1, the relationship between the slided coefficient 
torque is shown in Figure 2 [2].  

 
Figure 1. The equivalent circuit of IM 

In the equivalent circuit, the load is replaced by a resistive 
r2

'(1-s)/s. Dissipation energy in the resistor equivalent of 
electrical energy converts into mechanical energy on drive 
shaft when it turns. In  the induction machine, due to large 
magnetizing current, magnetizing reactance xm is unchanged 
(ignoring resistance rm), the loss of motor includes iron losses. 
In Fig. 1: U1 and I1 are the voltage and current of the stator; 
U2 and I2 are the current voltage and rotor circuit; r1 and x1 are 
the resistance and reactance of the stator winding; r2' and x2' 
are resistance and reactance of the rotor circuit. From the 
equivalent circuit in Fig.1 [2]: 
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Combined with the impedance of stator, it will calculate the 
power of generator [2]: 
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The equation above shows that: the capacity of the power 
depends mainly on two parameters: the sliding coefficient and 
connecting  voltage node. Further torque characteristics of the 
generator in this case is the same with induction motor’s. 
Specifically, in Fig.2 if the power is reversed (positive with 
generation capacity) and calculating the coefficient of sliding, 
it will have the characteristics completely the same with the 
characteristics of motor, the formulas do not change: 

s = [(ω - ω0)/ω0]                              (4) 

 

I 

(1) 

(3) 

(2) 
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Figure 2. The relationship of torque and sliding coefficient in 

IM squirrel cage type 

2.2. Model of induction machine  dual power type in wind 
turbine (DFIM) [5] 

DFIM able to supply power from the rotor to the grid 
(through power converters) and stator (Figure 3). This 
converter allows DFIM work in all four quadrants of the 
complex plane, it means that  DFIM can have ability to supply 
reactive power Q to the grid. Reactive power which is 
exchanged between network and DFIM can be controlled 
independently of the real power. In DFIM, the magnitude of 
the torque shows of the magnitude of emitted power and 
power to take on - Figure 4. 

Total active power to the grid of DFIM is power of the rotor 
(Pr = -sPs) and stator’s (Ps) ) of the generator: 

PDFIM = Ps + Pr = (1-s).Ps                                (5) 

 
Figure 3. The circuit equivalent of induction machine dual 

power DFIM 

 
Figure 4. Speed torque characteristics and distribution of 

electric power DFIM 

Distribution of power between the stator and rotor 
windings of DFIM depend on sliding coefficient. Power 
through the rotor circuit opposite and approximately equal to 
the product of the stator coil power and sliding coefficient. 
Depending on operating conditions, the power in rotor circuit 
can follow in both directions: from the grid through power 

converters to the rotor, Pr < 0, under the synchronous mode 
(Figure 4b)  and from the rotor circuit through the inverter to 
power grids, Pr > 0, upper the synchronous mode (Fig. 4c). In 
both cases, stator circuit still supplies power to the grid, Ps > 
0. Total reactive power that the generator supplies to the grid, 
will be the sum of the stator reactive power and reactive 
power grid side converter. This generator type has very large 
magnetizing reactance, so it can be considered equivalent 
diagram in Figure 3 the same with Figure 5. In this figure, the 
stator voltage generator is complex-valued voltage U1∠0 and 
the generator rotor is Ur/s ∠δ.  

 
Figure 5. Simplified diagram of power DFIM 

From the diagram, it is easily to calculate the stator output 
power is: Ps = Re[U1.I1

*].  

Specifically:
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Ignoring  resistors  of generator,(6) becomes: 

)(/sin.1 sX
s

UUP r
s ∑






−= δ                           (7) 

As δ change will draw the relationship curve (Ps, s). Thus, 
when modeled by (7), DFIM be viewed as a hybrid generator 
between synchronization and asynchronous. Nowaday, with 
modern control technology, the generators are usually 
adjusted to always generate power to the grid through the 
stator circuit or operating in constant power factor [4]. 

III. LIMITATION OF VOLTAGE STABILITY IN 
CONNECTION BUS HAVING DG 

There are 2 scenes to identify voltage stability limit in 
distribution grid with induction machine: 

 - Firstly: Due to load capacity growth, while the amount 
of reactive power load exceeds the limit of the grid; 

 - Secondly: When they are closed on the grid, then there 
will be the high risk of voltage instabilities due to strong 
influence of reactive power; 

This content refers to the latter scene. From the static model 
of induction machine  as shown in Figure 6. After solving the 
problem power flow, active and reactive power of DG was 
completely determined [1], [3], DG voltage stability depends 
only on the parameters of the connection node voltage. So, it 
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can change the form of diagrams 6a to the simple diagram 
(Figure 6b). As shown in Figure 6b, the equation for power 
node T is represented as equation (8) [1]. 

TT
THTT jQP

B
UU

B
AU

+=−∠+−∠
−

)(
.2

δβαβ  (8) 

 
Figure 6. Diagram LDPP power connection KDB (a) and the 

equivalent model (b) 

Because the power factor of  T node has slower angle phase  
than the system node, sothe diagram 6b can be represented as 
shown in Figure 7a. 

 
Figure 7. Chart phase voltage 

Here A, B are equivalent constants of the network. 
Multipling the value of 7a fig with UT/B; and rotating chart 7a 
angle -θ around the base and attaching to the complex plane; 
getting results is shown in Figure 7b chart. Drawing a straight 
line KC' so that OC'K angle = OKC angle = ζ. KC' and KO 
straight line made with an angle δ'. The intersections and 
phase angle are shown in figure 8. 

 
Figure 8. Vector diagram on the PQ complex power plane 

Having: ϕ' = 1800 - (β - α) + θ và   δ' = δ - α 

From the fig. 8: 

B
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B
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T
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       (9) 

Application of the OCK triangular relation:  

' 'sin sin sin
OK CK OC
δ ϕ ξ

= =                   (10) 

From (10) calculated:   
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To replace UT in (12) to (11): 
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So: δth = 1/2(β + α - θ) và δth
' = δth - α. To replace this value 

to (13): 
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     (15)   

To replace ϕ' = [1800 - (β - α) + θ]  to (15): 
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2/'sin.4 2

2

ϕAB
US HT

ghT =−
                         (16) 

To replace δ = δth = 1/2(β + α - θ) to (12), through a number 
of changes obtained: 

2/'sin.2 ϕA
UU HT

ghT =−
                              (17) 

From (11) to (17) showing: 
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The voltage at connection node:  

( )
'sin.
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ϕ

δϕ
A

UU HT
T

+
=                           (19) 

According to the found expressions: with different values 
of θ angle it will have different limit values of voltage and 
power. Pgh power at this node depends on the θ angle, 
Thevenin impedance and connection node voltage. If power 
factor of T node is small then Pgh will decreases. If the power 
factor remains constant while increasing the power of DG to 
the node, it will cause voltage drops, to a certain limit it will 
not exist stable mode. The advantage of this tool is able to 
find the limit values, not to aggravate or solve solutions of  
biquadratic equations. When DG changes the power, the 
determination of the of limited parameters is not complex. 
The values of voltage and power (18) and (19) compose the 
pair values on the boundary of above and below the PV curve. 
The model determines the limit of the voltage stability of the 
DG showing in Figure 9. 

 
Figure 9. The survey model of node voltage stability limit 

mode of the distribution nework with DG 

Specifically, construction PV curve as follows: 

 To enter the grid and connected node  

 To identify the equivalent constant of the electrical 
network [A, B, C, D] and the values of α, β 

 To identify sliding coefficient and reactive power of 
the DG 

 From step 3, determine the power factor at DG 
connection node and the power limit values and the 
voltage at node. 

 To determine δ' = δgh ± ∆δ with δgh = 1/2(β + α - θ) 
and to change ∆δ (in degrees). 

 To calculate ST , UT and to draw the PV curve. 

IV. COMPUTING APPLICATIONS 

Ninhthuan regional (Vietnam) grid by 2015 is going to have 
wind power connection (WP) 20 MW of grid connected at 
22kV [3] (Figure 10). Due to power generators, including 
many of the same parameters, so the results of this calculation 
study questioning voltage stability limit for each unit as 
closing to the grid. The fact that this values change step by 
step, but it is assumed to be constant to analyze the limit 
mode. Calculation results are set out with two types of 
generators: induction machine  with squirrel cage rotor (IM) 
and DFIM. In addition, the solutions: putting compensate 
capacitors, grid reconfiguration, using transformer adjusted 
under load (OLTC) is also considered to compare the 
efficiency the voltage stability of the grid in Ninh Phuoc by 
2015. 

 
Figure 10. Diagram of Ninh Thuan grid connected 20 MW 

wind power by 2015 

 
Figure 11. Single diagram 

The impedance system connected node  Z = 0.16414 + 
j0.35281 (node18 in Figure 11) in the relative units system 
(Scb = 100MVA) (issued by the Control National Centre, 
Vietnam). Details of the parameters in the reference diagram 
[3], [4]. To determine the limit values, firstly, we need to 
solve power flow to find initial conditions [1]. After getting 
the data values, P, Q and s of generator which completely 
determined at a point on the power curve, as it will apply the 
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method to build PV curve in Section 4.1 to draw the stable 
curve. 

4.1. Analysis of Voltage Stability at nodes connected WP 
with IM generator 

In the first mode, DG generates active power and receives 
reactive power, the power factor angle is defined as: θ = 
arctangQ/P = -0,670 (lated phase) [4]. The results showed that 
in the basic operating modes, when Ninh Phuoc wind power 
generates active power and receives reactive power. Pgh power 
at connected node reaches 20.72 MW. Ugh voltage is 0.68 pu 
(Table 1). 

Table 1. Limited numbers of connected node as operating 
naturally mode of  IM 

θ, 
degrees 

ϕ', 
degrees 

STgh, 
MVA 

PTgh, 
MW 

QTgh, 
MVAR 

δgh, 
degrees 

UTgh, 
pu 

0,67 117,3 20,72 20,71 0,24 31,3 0,68 
 

To improve the power and voltage limits, we can propose a 
number of measures such as putting capacitors, reconfiguring 
area having wind turbines, or using on load tap changer 
(OLTC) for power transformers. Here, the 5 MVAR 
compensation capacity is placed in  connected node, and 
adjusting the voltage distribution head of the winding OLTC 
added 1.5%. 

the aggregate results of the proposed methods mentioned 
above are showed in Figure 12. It is easy to show that The 
placing compensate capacitors and using OLTC help the 
operating voltage well, however,  they make loss voltage 
largely due to operation voltage near Ugh. Using 
reconfiguration grid has better results, Power Pgh increased to 
25.5 MW, (23.2% increasing). This result also shows that 
reconfiguration the grid not only reduced loss power [3], but 
also significantly improves stability voltage when the grid 
having induction machine. 

 
Figure 12. Results of computation schemes at WP Ninh 

Thuan connected node 

4.2. Analysis of Voltage Stability at nodes connected WP 
with DFIM generator 

With the given parameters [4], after finding the initial 
conditions, we apply the formula 5: PDFIM = Pstato + sPstato = 
2,0005MW. It follows that: Q =  Im[U1I1] = 0,33MVAr và θ = 
9,30. The results of the calculations limited values in Table 2  

Table 2. Limited numbers of connected node of DFIM 

θ, 
degrees 

ϕ', 
degrees 

STgh, 
MVA 

PTgh, 
MW 

QTgh, 
MVAR 

δgh, 
degrees 

UTgh, 
pu 

9,3 107,4 22,85 22,55 3,69 36,3 0,69 
 

 
Figure 13. PV curve between IM and DFIM  

 
Figure 14. PV curve after reconfiguration 

Comparing with the use of IM in table 2 and Figure 13 
shows that the same value of output power, the use DFIM gets 
better voltage quality. In addition, limited power at connected 
node increased by 9% compared to the use of IM. The limited 
power reached 22.55 MW and limited voltage is 0.69 pu. 
Method of reconfiguration the WP region grid got good 
results in PV characteristic format in figure 14. 

Voltage at connected DFIM node down to 0.88 pu. 
Resolving the power flow again, because the power of WP 
will decline by WP's power depends on (U, s). Found result 
Pstato = 1,178 MW, inferred PDFIM = Pstato + Proto = 1,337 MW 
and Q = -0,18 MVAr. Then calculated θ = arctangQ/P = - 7,7 
(lated phase). And then ϕ' = [1800 - (β - α) + θ] = 109,30. 
Calculation results are shown in Figures 15. 

When the voltage of connecting node will be reduced, it 
causes sliding coefficient increasing, the voltage at this node 
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decreases and the amount of reactive power, which receives 
from the grid is greater, the process lead to faster voltage 
instability proceeds, Pgh power declined dramatically. 

 
Figure 15. PU characters at connected DFIM and IM node 

when the voltage decline 

V. CONCLUSIONS 

This paper analyzed and built the tool to evaluate stable 
voltage connecting induction machine node in distribution 
network . This tool allows us to identify voltage stability limit 
according to the characteristics of DG is very effective. The 
results showed that: 

• The distribution network connected wind turbine 
(induction machine type) have many potential factors 
affecting the voltage quality, including the risk of voltage 
instability. Therefore, considering the voltage stability limits 
when operating the distribution network connected induction 
machine is an imperative content. The connecting node with 
this machine type should be considered first priority because 
of the most loss of voltage [1, 3]. The limits on the voltage 
and power should be most interested to propose measures for 
improvement. 

• DFIM generators produce capable of reactive power, so 
most distribution network with DFIM may not need 
compensate equipments installation. The distribution network 
with DFIM give voltage quality better than IM. 

• PV character of DFIM has the stability area extension 
than the use of IM. When connecting node voltage decline, 
the ability to stabilize the voltage of DFIM better than IM. 

• Through the expression (16) to (19) also showed that, in 
order to improve stability, the ratio X/R and short-circuit 

power of the system have important significance. Due to the 
impedance system caculated by short-circuited SN Power, so 
the larger value of SN the stability limit has been improved, 
while also reducing the probability of shutdown generator due 
to voltage drops in neighboring area with nodes connected 
wind generators. 

• With induction wind turbins, the survey stable voltage 
features at node is sufficient to characterize this source, 
because wind speed is only a factor affecting the sliding 
coefficient of induction machine . 
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Abstract: This paper introduces a critical assessment for the 
effectiveness of thyristor controlled reactor (TCR) and voltage 
source inverter (VSI) based FACTS devices on multi-machine 
power system oscillation damping. The oscillation problem is 
analyzed from the point of view of damping and synchronizing 
torque components. An eigenanalysis is adopted to study different 
controllers, their location, and use of various control signals for the 
effective damping of these oscillations. To improve system 
damping over a wide range of operating conditions, it is desirable 
to adapt the parameters of each damping controller in the system. 
In order to do this, on-line measurements of local system signals at 
converter are chosen as input signals to an adaptive neuro-fuzzy 
inference system (ANFIS). The outputs of each neuro-fuzzy 
controller are the desired parameters of system damping 
controllers. 
  
Keywords: Power Electronics, static exciters, TCSC, UPFC, Power 
system, Genetic, neuro-fuzzy. 
 

I. INTRODUCTION 

A problem of current interest in power system industry 
is the mitigation of low frequency oscillations. These 
oscillations are related to the dynamics of interarea power 
transfer and often exhibit poor damping. Although power 
system stabilizers (PSSs) provide supplementary feedback 
stabilizing signals, they play no roles in power flow control 
or voltage support. FACTS devices can be used to control 
the power flow and enhance system stability. A well-
designed FACTS controller can not only increase the 
transmission capability but also improve the power system 
stability. A series of approaches have been made in 
developing damping control strategy for FACTS devices.  
In [1] a conventional lead-lag controller for UPFC to 
improve the oscillation damping of a single-machine 
infinite bus system is proposed. On the basis of the 
linearized model, the damping function of the UPFC is 
investigated.  

A robust fixed-structured power system damping 
controllers using genetic algorithm is presented in [2]. The 
GA searches for an optimum solution over the controllers’ 
parameter space over wide spectrum of operating 
conditions. But this approach does not insure good damping 
at each individual operating point. The approach is used to 
design SVC and TCSC damping controllers.  

A linear optimal controller is proposed [3] to enhance 
the system dynamics and to coordinate three SVCs 
depending on two control levels, the local control to insure 
optimum performer's at the local level and the global 
control to make the coordination by decoupling the state 

equation for each area. Also a state observer is suggested to 
obtain the unmeasured states.  

The problem of coordination is also handled in [4], a 
coordinated controller is designed to control a TCSC and a 
TCPAR. The controller is designed according to the linear 
quadratic problem, the gain matrix is modified to allow the 
controller to depend on output feedback. Also, the system 
states are reduced since the controller is concerned with the 
range of frequencies of the inter-area modes. But, 
conversion from optimal into output feedback controller 
deviates the controller performance and results in a sub-
optimal approach. 

In [5], a coordinated design of PSS and SVC for single 
machine-infinite bus system is proposed. The coordinated 
design problem of robust excitation and SVC based 
controllers over a wide range of loading conditions and 
system configurations are formulated as an optimization 
problem with an eigenvalue-based objective function. The 
real-coded genetic algorithm is employed to search for 
optimal controller parameters. However, FACTS devices 
are always installed in multi-machine systems. 
In this paper, the design problem is transformed into an 
optimization problem, where the continuous-parameter 
genetic algorithm is employed to search for the optimal 
settings of all system damping controllers for each 
individual operating point. Then, the controllers’ parameters 
in the system are tuned according to each operating point by 
an individual hybrid neuro-fuzzy controller.  The procedure 
is implemented in a multi-machine power system with two 
thyristor controlled series capacitors (TCSCs).  
 

II.  NETWORK EQUATIONS 

In order to establish the relationship between the internal 
quantities of different machines in the power system, a 
common reference frame (D, Q) which rotates at 
synchronous frequency of the steady state network currents 
is considered. This selection is based on those derived in 
[6]. This selection has many advantages, the important one 
is that the angle  between the d-q frame of each machine 
and the selected D-Q frame is itself the rotor angle that is 
between the system slack bus and the q-axis of the 
generators. Each individual machine can be referred to the 
general reference frame as:  
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Where VDi and VQi are the voltages w.r.t. common frame 

while Vdi and Vqi are the voltages w.r.t. the internal machine 
axis.The nodal admittance matrix can describe the network: 
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(2) 
Equation 2 can be written as: 
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Where Gii and Bii are the real and imaginary parts of Yii 
respectively. Perturbing equation (3) gives: 
 

GVVGI o QDQDoQD  ,,,               (4) 
 

Equation (4) indicates the way the FACTS devices 
models can be connected to the system. 

To obtain the initial conditions of the system, load flow 
study should carried out to the system. Load flow of a 
power system with TCSC using Newton Raphson method is 
discussed in [7-9]. Let the TCSC be connected in the 
network between bus m and bus k as shown in Figure 1. 
The equivalent admittance matrix is: 

 
 
 
 
 
 

 
Fig. 1. The equivalent bus circuit. 
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The primary function of the TCSC considered here is to 
control the active power flow through the line m-k. Varying 
the impedance of the TCSC through the appropriate firing 
angle controls this power. In this case the dimension of the 
Jacobian matrix of the system will be increased by one to 
calculate  of the TCSC from the equation of Pmk. 

The way by which the TCSC model is connected to the 
power system power is through the matrix G so that: 
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where 


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BTCSC is considered as the control input to the system. The 
relation between the TCSC fundamental reactance and the 
thyristors firing angle is given in [7]. 

 
III. FACTS DEVICES DAMPING CONTROLLERS 

A. Linearized  Power System Model 

In steady state stability studies, since it’s difficult to 
linearize and write the multi-machine power system 
equations directly in the form 
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The equations can be written in the following form: 
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Where P, Q, and R are real constant matrices with 
appropriate dimensions. The entries of these matrices are 
function of all the system parameters and depend on the 
operating conditions. The matrices P and Q can be 
partitioned as 
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The P matrix is of dimension (n x n) where n is the total 

number of state and algebraic variables. [I] is a unit matrix, 
[0] is a null matrix . 

B. Partial Pole-Placement Damping Controller 

Pole-placement technique is used to locate the critical 
mechanical modes of the power system in a satisfactory 
location in the complex plain by using PSS [10]. The 
feedback control signal considered to the PSS is the 
generator speed which is one of the system states. Here, the 
same method will be used but it will be extended to 
feedback local algebraic variables (available at the FACTS 
devices location) to the FACTS devices damping 
controllers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

m k JXTCSC 

 

Power system 
with FACTS  

Damping controller 
of  FACTS  

Y (system output)

Controller input Controller output 

 

Fig. 2. Block diagram of a 
power system with damping 
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For comparison study, a conventional P-I damping 
controller is considered for both the TCSC and the UPFC. 
The parameters of the controller are calculated by 
examining Figure 2. 
The transfer function of the controller is equal to the inverse 
transfer function of the system. 
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            (11) 
 

The gains kP and kI of the damping controller can be 
determined by substituting a pair of the pre-scribed 
mechanical mode eigenvalues 1,2 into equation 10, so we 
have a pair of algebraic equations with two unknown kp, kI. 

C. Location and Input Signal to The Controller 

There are many criterion in the literature used to 
determine the location and the feedback signal for the 
damping controllers. The residue index is used by [11] for 
the same purpose. The residue index together with the 
participation matrix [12] are used to determine the best 
location and feedback signal to the damping controller. 
 

IV.  SOFT COMPUTING 

It is now realized that complex real-world problems 
require intelligent systems that combine knowledge, 
techniques and methodologies from various sources. These 
intelligent systems are supposed to possess humanlike 
expertise within a specific domain, adapt themselves and 
learn to do better in changing environments, and explain 
how they make decisions or take actions. It is frequently 
advantageous to use several computing techniques 
synergistically rather than exclusively, resulting in 
construction of complementary hybrid intelligent systems. 
The quintessence of designing intelligent systems of this 
kind is neuro-fuzzy computing: neural networks that 
recognize patterns and adapt themselves to cope with 
changing environments; fuzzy inference systems that 
incorporate human knowledge and perform inference and 
decision making. The integration of these two 
complementary approaches, together with certain 
derivative-free optimization techniques, results in a novel 
discipline called neuro-fuzzy and soft computing [13]. 
Jang and Sun [14] introduced the adaptive Neuro-Fuzzy 
inference system. This system makes use of a hybrid 
learning rule to optimize the fuzzy system parameters of a 
first order Sugeno system.   

A. ANFIS Hybrid Training Rule 

The ANFIS architecture consists of two training 
parameter set 
 
1-The antecedent membership function parameters 
2-The polynomial parameters [p, q, r]  

In [14], The ANFIS training paradigm uses gradient 
descent algorithm to optimize the antecedent parameters 
and a least square algorithm to solve for the consequent 
parameters. Because it uses two very different algorithms to 
reduce the error, the training rule is called hybrid.  
 

 

V. CONTINUOUS CODE D GENETEC ALGORITHM 

Heuristically informed search techniques are employed 
in many artificial intelligence (AI) applications. When a 
search space is too large for an exhaustive search and it is 
difficult to identify knowledge that can be applied to reduce 
the search space, we have no choice but to use other, more 
efficient search techniques to find optimum solutions. The 
genetic algorithm (GA) is a candidate technique for this 
purpose 

Genetic algorithms are derivative-free stochastic 
optimization method based on the concepts of natural 
selection and evolutionary processes. There were first and 
investigated by John Holland in 1975[14].When the space 
parameters are continuous, it is more logically to represent 
them by floating-point numbers, in this case continuous 
parameter genetic algorithm has the advantage of requiring 
less storage than the binary genetic algorithm. 

GAs usually keep a set of points as a population, which 
is then evolved repeatedly toward a better overall fitness 
value. In each generation, the GA constructs a new 
population using genetic operators such as crossover and 
mutation. 
 

VI. SYSTE UNDER STUDY 

The studied system is the IEEE 9-bus, 3-machine system, 
shown in Figure 3. The system consists of three generating 
stations; one of them is hydro while the others are steam 
stations. To address the problem of dynamic stability, each 
unit is equipped with static exciters, system data are found 
in [6]. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig .3. System under Study. 

    Participation matrix [14] is used to classify system 
modes. Table I shows the mechanical and the interaction 
modes of the system after classification. 
 

TABLE I. 
SYSTEM MODES AFTER CLASSIFICATION 

Mechanica
l Modes  

1,
1

0.12  1.06i 

2,
2

-0.59  7.9i 

3,
3 

-0.71  10.6i 

 
Interaction 

Modes 

-1.23   0.77i 
-3.74 

-0.73  0.85i 
-1.25 
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Table II shows the elements of the participation matrix 
corresponding to the mechanical modes. The three 
generators are equipped with static exciters, the effect of 
these exciters is to add negative damping torque component 
on generators shafts. This is the main cause of the unstable 
mode in the system.  

 
TABLE II. 

APART OF THE PARTICIPATION MATRIX 
CORRESPONDING TO THE MECHANICAL MODES 

Mech. 
States 

1,2 = 
-0.71  
10.6i 

3,4 = 
-0.59  

7.9i 

5,6 = 
0.12  
1.06i 

1,
1 

0.0056 0.1394 0.3240 

2,
2 

0.0841 0.3349 0.0895 

3,
3 

0.4180 0.0502 0.0548 

 
VII. THE POWER SYSTEM WITH TCSCS 

The effective location of TCSCs will be examined by 
checking the following locations:  
1-In series with line 4-5 that connects generators #1 and #2. 
2-In series with line 8-6 that connects generators #1 and # 3 
3-In series with line 6-7 that connects generators # 2 and # 
3.  

The three lines are the longest lines in the system and 
each line is compensated to the same level. Table III shows 
the residue index for the selected locations and with the line 
current and the line power as the feedback signal. The 
residue index coincides with the participation matrix 
elements in that, regarding system damping, lines 4-5 and 8-
6 are the favorable lines to be installed with the TCSCs. The 
residue index of the line power is greater than that of the 
line current. 
 

TABLE III. 
THE RESIDUE INDEX FOR THE LINE CURRENT AND 

POWER FEEDBACK SIGNALS FOR TCSC IN 
DIFFERENT LOCATIONS 

Locatio
n 

Line current 
Line 

power 
Line 4-

5 
0.0594 0.7248 

Line 8-
6 

0.0248 0.6091 

Line 6-
7 

0.0003 0.0007 

 
A TCSC with Xc = 0.05 pu and Xl = 0.01 pu is installed 

between bus’s 4 and 5 (these values insure about 30 % line 
compensation when the thyristors are off). Line 8-6 will be 
compensated by 65% using another TCSC. System modes 
without damping controller are given in Table  IV. The 
series capacitors slightly enhance the damping ratio of the 
critical mode and has no effect on the oscillation frequency 
or on the field-excitation modes. 

The first TCSC in line 4-5 will now be installed with 
damping controller to locate this unstable mode to a stable 
location. System modes with the first damping controller 
are given in Table V. The calculated gains for the controller 
are kP1 = -0.0759 and kI1 = -0.1163. 

 
TABLE IV. 

SYSTEM MODES WITHOUT THE DAMPING 
CONTROLLERS 

Mechanical 
Modes 

1,1 0.08  0.93i
2,2 -0.59  7.9i 
3,3 -0.73  10.57i 

Interaction Modes 

-1.18   0.80i 
-3.83 

-0.73  0.85i 
-1.22 

 
TABLE V. 

SYSTEM MODES WITH THE FIRST DAMPING 
CONTROLLER 

Mechanical 
Modes 

1,1 -0.15  0.90i 
2,2 -0.54  8.18i
3,3 -0.73  10.57i 

Interaction Modes 

-1.11   0.74i 
-3.71 

-0.74  0.85i 
-1.20 

TCSC Modes -12.11, -0.06 
 

The second TCSC (with line 8-6) damping controller 
will be designed to enhance the damping in the second 
mechanical mode. This mode will be shifted from -0.54  
8.18i to –0.73 8.5i. The required controller gains are kP2 = 
0.6604 and kI2 = -0.6349. System modes with the second 
TCSC damping controller are given in Table VI. 

GA will be used to search in the parameter space of the 
two controllers to maximize the damping ratio of system 
modes. 
 

TABLE VI. 
SYSTEM MODES WITH THE TWO DAMPING 

CONTROLLER 

Mechanical 
Modes 

1,1 -0.21  1.17i 
2,2 -0.73  8.50i
3,3 -0.99  11.22i 

Interaction Modes 

-0.83   0.82i 
-2.71 

-0.72  0.41i 
-1.38 

TCSCs Modes 
-12.26, -0.03 
-5.14  3.46i 

 

IIX.  APPLICATION OF ANFIS TO ADAPT TCSCS 
SUPPLEMENTARY DAMPING CONTROLLERS GAINS 

The fixed-gain controllers as determined in previous 
section have been designed based on the nominal operating 
conditions of the system. In reality, the operating conditions 
change with time and, as a result, the dynamic performance 
of the system will change. Thus, to maintain good dynamic 
response at all possible operating conditions, the 
controllers’ gains need to be adapted based on system 
operating conditions. ANFIS will be used in this work to 
adapt the controllers’ gains of both the TCSCs damping 
controllers in real time. Before ANFIS can be used, it is 
necessary to determine a proper set of training patterns. 
Each training pattern comprises a set of input data and 
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corresponding output data.  For each TCSC damping 
controller, an ANFIS will be designed to adapt its gains. 
The input for each ANFIS will be the line active power and 
line current. For a pair of Pser and I in each line, we can 
proceed to determine a set of PI controllers’ gains using 
GA, and the results are employed as the ANFIS outputs. 

Table VII shows a part of the training patterns obtained 
by GA for each ANFIS. For each operating point, the 
obtained controllers’ parameters are quit different. 
 

TABLE VII. 
PART OF THE TRAINING PATTERNS FOR THEFIRST 

ANFIS 
Case # P45 I45 KP45 KI45

1 -0.8063 0.8692 -0.1238 0.4451 
2 -0.8933 0.9492 0.4656 2.3275
3 -1.1077 1.1870 -0.0906 -0.0723 
4 -1.3173 1.4339 -0.0625 1.6305 

 
IX. SYSTEM PERFORMANCE WITH ANFIS DAMPING 

CONTROLLERS 

The performance of the proposed ANFIS damping 
controllers has been investigated. The response of the 
system with fixed-gain genetic-based damping controllers 
designed at normal operating conditions and with the 
adaptive ANFIS damping controllers is compared. 

A 0.05 p.u step increase in the mechanical power 
reference input of generator # 1 is applied at t = 0.0 and not 
removed. System response for this disturbance is shown in 
Figure 4.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

X.  CONCLUSION 

1- This paper illustrates the superiority of the FACTS 
devices damping controllers based upon ANFIS and GA 
over the fixed parameter controllers. The proposed 
controllers stabilize the system for different operating 
conditions.  A novel hybrid technique based on ANFIS is 
proposed to adapt system damping controllers’ gains to 
improve the damping characteristics of system over a wide 
range of operating conditions. The proposed ANFISs were 
trained based on real-time measurements of local signals 
available at pendulum's angle and position. Damping 
controllers’ gains can be determined by the ANFISs, which 

makes the proposed stabilizer relatively simple and suitable 
for practical on-line implementation. 
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harmonics filter, theory of current physical components (CPC). 

 
Abstract— Reasons for the current and voltage waveform 

distortion in high power DC loads are discussed. The ways to reduce 
the negative impact of such customers on supplying network are 
presented illustrating them with the results of simulations. Explained 
the idea of reactive power compensation and limitation of impact of 
the large power load on supplying network when energize heavy DC 
drive systems. Simulation results were verified by tests on physical 
model and respective conclusions are formulated. 
 

I. INTRODUCTION 

In industry the electric drives of a high power are commonly 
used. In cases where precise regulation of rotational speed is 
required the DC motors are often used. They provide good 
control characteristics and much better energy properties (e.g. 
smaller active power loss comparing to this in regulatory 
resistors of ring AC motors). Example of such application are 
hoisting machinery drives in the mining industry. Supply 
systems of these engines require DC voltage source. To the 
end of the 60s of last century the Leonard drive system was 
dominant. It was composed of three electric  machines: 

 
• Synchronous motor for driving DC generator, 
• DC generator, 
• DC motor as the key element of the system.                                                                                                                         

sometimes was installed a DC exciter on a common shaft.                                                                       
 
Since the late 60s of the last century this system began to 
modify replacing 2-machines of DC source (DC generator plus 
AC synchronous motor) by static rectifier. Currently are 
employed mostly semiconductor, thyristor circuits. However, 
they  reveal negative impact on the supply network resulting  
in: 

- increased reactive power consumption drawn by static 
converters (rectifiers) from supplying network. It is 
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particularly onerous at the ignition delay angle of the thyristor 
up to 900 producing so-called reactive power stroke, 

- power factor deterioration (cos ϕ, tan ϕ) at the connection 
to the plant what is a commonly used criterion under 
calculation of the fee charged for electrical energy delivered 
from  the producer, 

- the occurrence of the so-called commutation kinks in the 
supply voltage waveform as a result of cyclical arising in 
time,(depending on number of pulses) two phase short- circuits  
in rectifier system, 

- deformation of the sine wave of supply voltage at the 
connection point to the plant, 

- generation of electromagnetic disturbances that negatively 
affect operation of any other devices powered from the same 
network (control and automation equipment, power protection  
etc.) 

 

II. WAY TO REDUCE THE NEGATIVE IMPACT OF CONVERTERS ON POWER 
SUPPLY 

 
  Reduction of voltage waveform distortion ,from the 

sinusoidal, and minimizing  the content of higher harmonics in 
current (and voltage) can be obtained by installing passive 
filters of high current harmonics and by feeding power 
converters by the phase-shifted voltage values. Depending on 
the inverter structure in the current drawn from the network 
occur characteristic harmonics “h” related to number of  
pulses: 

                                        
h=nk+/- 1,     (1) 

where:   n-number of pulses, 
                k- 0,1,2,3,……. 
For example for 6-pulse rectifier the harmonics are: 
                                    h= 5,7,11,13,17,19………….. 
whereas, for 12-pulse they are respectively: 
                                     h=11,13,23,25,35,37……….. 
 
According to the Fourier series representation of periodic 

distorted waveform with increasing harmonic number its 
amplitude decreases .It is worth to know  that inaccurate 
activation of the converter components may cause incidence of 
other harmonic numbers than resulting from eqn. (1). 
In practice the number of pulses of the converter is commonly 
increased  through the use of transformers with different vector 

The efficiency of the active power filters in high 
power DC drive systems 
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groups that provide the output voltages shifted in phase. An 
example of such a supply system is shown in Fig.1. 

 Current and voltage waveforms and their harmonics spectra 
for this case are illustrated in Fig. 2. 

Application of passive filters of current harmonics results 
from the fact that non-linear loading (solid-state converters) 
represents a source of current producing high harmonics that 
flow into the supply network. So through bypassing of any 
non-linear load by passive LC filter with resonance frequency 
specified by eqn.(2): 

 

LC
rez

f
π2

1
=

                  (2) 

 
one can limit the amount of current value  entering the 

network. The characteristics of such a filter is presented in 
Fig. 3 

 
As one can see for frequency less than resonance value  the 

filter  presents  capacitive load whereas, for higher-inductive 

respectively. It can therefore ,compensate inductive current 
flow for harmonics of number   h < hrez.. Its filtration 
efficiency is dependent on accuracy of tuning. However, there 
are some factors limiting this efficiency like:- 

-changes in configuration of the supply network, 
-change in short-circuit power of the system during the day, 
-changing of filter parameters with time due to aging (in 

particular, the capacity change). 
 
Current harmonics distributed between the filter and the 

supply network is illustrated in Fig. 4 
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Fig. 1 Simplified scheme of the DC drive power supply 

a)  b)  
 

c)  d)  
 

e)  f)  
 

g)  h)  
 

Fig. 2 (a-h).Current and voltage waveforms and harmonics spectra for 
DC drive system as in Fig.1. a,b,c,d –at measurement point P1; e,f,g,h – 
at measurement point P2 
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Fig. 3 Passive filter characteristics of the frez resonant frequency 
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Fig.4 Current harmonics distribution depending on the parameters 
of the filter and supply network. 
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Value of current through the network and filter for given 

higher harmonics due to non-linear load can be estimated from 
eqn.(3) 

 

FhSh

Fh
LhSh zz

zII
+

=    
FhSh

Sh
LhFh zz

zII
+

=     (3) 

 
In the case of fine –tuning of the filter to the resonance 
frequency occurs:  

 
zFh=0 and IFh=ILh 

 
Such a situation is, however, onerous in practice since  the 

filter/filters are provided with high harmonics of the network 
current due to deformed voltage waveform at the power. It 
may than lead to an overloading of the filter and related 
thermal destruction of its elements (reactors, capacitors).  

Therefore, preventive measure used in practice is to tune the 
filter to the frequency slightly lower than the given harmonic 
for example, by about 5% thus, to f=0.95frez.. Then, non-zero 
value of the impedance of the filter ( 0≠Fhz ) effectively 
reduces the value of the current flowing into it from the 
network .A side effect, however is the deterioration of 
filtration efficiency and outflow to the network of respective 
amount of current high harmonics generated by non-linear 
load(converter). Current and voltage waveforms and their 
harmonics spectra when apply perfectly tuned filter for 
required harmonic are presented in Fig. 6 as an example. 

 
 
 

 
 
 
 
 
Because, current of the non-linear load is characterized by a 

broad spectrum of harmonics, hence their compensation would 
require the use of multiple filters or combined filters of a 
complex structure. In this case for the filter construction 
consideration the generic algorithm can be employed 
successfully. In practice however ,it is limited to the 
installation of a few filters of a selected harmonics (usually 2-
3) of the highest numbers (amplitude) only to reduce the level 
of both current and voltage high harmonics. Reactive power 
compensation by means of sectional static capacity banks or 
by quasi on-line way using thyristor switches to adjust the 
capacity do not allow for perfect compensation of the reactive 
power flows in power system with non-linear loads.  

Static capacitor banks can be tuned to the needs of the 
system with a resolution of the power of the smallest degree of 

compensation step. Speed of this way of compensation is 
also limited by speed of control unit as well as thyristor 
switches of particular sections(switching frequency must be 
limited because of durability requirements). The capacity 
bank can be overloaded by current harmonics of much 
higher frequency as well. However, the highest risk of 
damage occurs during the series resonance. In spite of 
application of this type of compensation the current 
waveform in power supply is far from sinusoidal what can 
be compared from Fig. 7 
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Fig.5 Compensation system of reactive power and high harmonics 
of current (11th and 13th) by means of passive LC filters 

a)  b)  
 

c)  d)  
 
 

Fig.6 Current and voltage waveform in network with non-linear 
load when apply passive filters (at measurement point P1) 
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The use of very fast thyristor switches for each capacity 
section or to control inductive current value through the 
reactance component of the LC system can improve the power 
balance for the required period of time in a statistical sense. 
However, the shape of the current flowing through the 
reactance element is still highly distorted. Hence, this 
compensation system is also non-linear and represents an 
additional source of harmonics (current and voltage). For this 
reason, it is also unfavorable for cooperating another loads. In 
the recent period there is developed a completely new 
approach to the problem of  reactive power compensation in 
circuits with non-linear loads resulting in distorted waveforms 
of both current and voltage. This new approach has resulted in 
the development of a new power theory enabling 
implementation in practice of so-called active compensation 
 
 

III. MODERN METHODS OF REACTIVE POWER COMPENSATION  

 
The problem of reactive power compensation in circuit with 

non-linnear loads and therefore, with distorted from sinusoidal 
waveforms of voltage and current were of interest to scientists 
and engineers from the end of the nineteenth century, i.e. 
almost from the beginning of AC application. For many 
decades, however, failed to create a coherent theoretical basis 
for such compensation, which would allow for construction of 
practical compensation systems of high efficiency. In 1971 
appeared a concept of the so-called active filters that allow for 
high harmonics compensation using keying by means of 
semiconductor devices (SCRs). The problem remained to 
create a theoretical basis for determining the current reference  
(desired quantity) for the compensator and the supply network 
as well. The principal difficult was the incidence of various 
reasons for current flows( voltage deformation, load non-
linearity) as well as imbalance of the voltage source and 
asymmetry of the load. In 1983-84 created  two independent 
theories of power in circuits with deformed voltage and current 
waveforms so-called theory of instantaneous power (IPT) [1], 
[2], [3] and the theory of the physical component of the current 
(CPC) [3], [4]. The first one is based on an analysis of current 
and voltage signals in the time domain and the other on the 
analysis of the signals in the frequency domain. IPT output 
theory is based on the transformation of phase voltages and 
currents in the single phase circuit into the stationary 
rectangular  system ”p,q” in the α and β axes. However ,this 
theory did not allow to compensate the harmonics caused by 
distorted supply voltage. Further works on its development led 
to the transformation from “p,q” system to rectangular 
coordinate system rotating with angular speed equal to this of 
phase voltage and current vectors and to its respective 
adaptation to the various multi-phase circuits without and with 
the neutral conductor [2]. There is also no physical 
interpretation of the phenomena of electric energy possible. 
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Fig.7  Compensation system of reactive power non-linear load by 
capacitor bank; a- waveform of voltage and current at measurement 
point P1 phase L1; b- waveform of capacitor bank current at 
measurement point P2 phase L1 
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Fig.8 Compensation system of reactive power based on active 
power filter; scheme, waveform of voltage and current at 
measurement point P1 
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The CPC theory does not have these disadvantages.[4] 
Developed on its basis a control algorithm for active filter 
allows for compensation: 

-current higher harmonics, 
-reactive power of phase shift, 
-currents due to source imbalance, 
-so-called scatter current (new physical quantity). 

Developed active filter control algorithm (APF) based on the 
CPC theory has been verified in simulation studies and 
laboratory tests on physical model. 
 

IV. THE RESULTS OF THE SIMULATION OF REACTIVE POWER COMPENSATION 
USING THE ACTIVE POWER FILTER  

 
The simulation tests of the effectiveness of compensation in 
circuit with non-sinusoidal currents and voltages and in 
unbalanced circuits were conducted on a simulation model 
developed in the software package Matlab/Simulink. Model 
adopted for the simulation studies is shown in Fig. 8 
 

The results of voltage and current waveforms and their  
harmonics spectra after use of the active power filter are 
presented in Fig. 8. [5], [6] 

 

V. THE RESULTS OF THE EFFECTIVENESS OF REACTIVE POWER 
COMPENSATION FOR THE PHYSICAL MODEL  

 
To conduct laboratory tests a network model composed of 
power source with non-linear load RL (6th pulse controlled 
rectifier) has been developed and assembled. Active power 
filter of 10kVA, operated in open control system, was 
connected as in Fig.10. The resulting voltage and current 
waveforms and their harmonics spectra for characteristic point 
of the system are presented in Fig.11 
 
 

VI. CONCLUSIONS  

 
  -Application of passive filters neither allow for effective 

compensation of high current harmonics nor for compensation 
of reactive power flows in circuits with non-sinusoidal voltage 
and current waveforms. 

-Compensation based on stationary  capacity banks 
employment is not suitable for circuits with non-linear voltage 
and current waveforms due to high risk of ferro/resonance. 

-Installing of  lag compensators with thyristor switches 
however, allows you to improve the balance of power and 
increase power factor value cos ϕ (tan ϕ) but introduces to the 
system distorted currents.-Reactive power compensation by 
means of active power filter (APF) based on the control 
algorithm developed on the basis of theory of physical current 
components allow for successful compensation of reactive 
power flow of phase shift and in addition to:  

-elimination of current harmonics in the supply network, 
-load symmetrization (in case of unbalanced load), 
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Fig. 9 Model of system used for the simulation study (control 
algorithm APF was developed based on the CPC theory [3]) 
 

APFU

u i

is iL

iF

R

Load

 
 

Fig. 10 Model of system used for the simulation study (control 
algorithm APF was developed based on the CPC theory [3]) 
 

 

a)  b)  
 

c)  d)  
 

e)  
 
Fig. 11 (a-e) Voltage and current waveforms in system with non-
linear-load and with active power filter, 
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-elimination of the scatter current occurring for deformed 
source voltage and when the load impedance is frequency 
dependent. 
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Abstract—Different approaches have been reported for the 

mitigation of voltage sag on a single-phase distribution system 

using Unified Power Quality Conditioner (UPQC). These are 

popularly known as UPQC-P, UPQC-Q, and UPQC-VAmin. In 

this paper a comparative analysis of these approaches is 

carried out based on the required magnitude of injected 

voltage, reactive and active power shared by the series and 

shunt Active Power Filter (APF) for the mitigation of voltage 

sag using a single-phase UPQC. This study may be useful to 

choose a best approach for the mitigation of voltage sag 

depending on the rating of shunt and series APF. Performances 

of different approaches of UPQC for voltage sag mitigation 

are validated through simulations using MATLAB software 

with its Simulink and Sim Power System (SPS) toolboxes 

Keywords—UPQC-P, UPQC-Q, UPQC-VAmin, voltage sag  

I. INTRODUCTION 

ECAUSE  of increasing use of nonlinear loads, the 

modern power distribution system is becoming highly 

vulnerable to different Power Quality (PQ) problems [1-3] 

and voltage sag/swell is one of the most important PQ 

problems. For the mitigation of current as well as voltage 

based distortions simultaneously, the Unified Power Quality 

Conditioner (UPQC) is one of the most attractive custom 

power devices [4-5]. The block diagram of UPQC is shown in 

Fig.1. Two back to back connected voltage source inverters 

(VSI) to a common DC link is used to realize a UPQC. One of 

the VSI connected in shunt is called shunt active power filter 

(APF), while series connected VSI is called series APF. Other 

custom power devices such as dynamic voltage restorer (DVR) 

[6-7] and distribution STATCOM (DSTATCOM) [8] are also 

reported for the effective mitigation of voltage sag/swell, while 

the UPQC has a better sag/swell compensation capability [5]. 

Different approaches have been reported for the mitigation of 

voltage sag using a UPQC[9-17] Four significant approaches 

reported in the literature for the mitigation of voltage sag on a 

distribution system are: 1) UPQC-P [9]; 2) UPQC-Q [10-13]; 

3) UPQC-VAmin [14-15] and 4) UPQC-S [16-17]. Out of these 

approaches, the UPQC-S control approach is complex one , 
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hence not considered here for the comparative analysis 

purpose. 

 
Fig.1. Block diagram of single-phase UPQC 

In UPQC-P approach,  series APF injects a voltage in-phase 

with the source voltage, while in case of UPQC-Q, a 

quadrature voltage is injected through series APF to mitigate 

the voltage sag. In case of UPQC-VAmin voltage is injected at a 

certain angle by the series APF to keep an overall VA rating of 

the UPQC minimum. Among these approaches a UPQC-P 

requires a minimum magnitude of required voltage injection, 

while UPQC-Q requires a maximum voltage injection for the 

mitigation of same voltage sag. In all these three approaches, 

series APF injects voltage for the mitigation of voltage based 

distortions, while the shunt APF mitigates the current based 

distortions and maintain the DC link voltage and the overall 

power balance in the distribution system. 

In this paper, comparative analyses of these approaches are 

made for mitigation of voltage sag on a single-phase 

distribution system. This comparative analysis is based on the 

different parameters such as active and reactive power shared 

by series APF (Pser, Qser), as active and reactive power shared 

by shunt APF (Psh, Qsh), source current (Is), Injected voltage by 

series APF (Vsr), angle between source and load voltage(δ) etc. 

The feasibility and effectiveness of these approaches are 

validated through simulations using MATLAB software with 

its Simulink and SimPower System (SPS) toolboxes. 

II. FUNDAMENTAL OF DIFFERENT APPROACHES 

A. UPQC-P 

The phase representation of UPQC-P is shown in Fig.2.In 

this approach the series APF injects a voltage in-pahse with 

the source voltage, while the shunt APF compensates for the 

required reactive power of the load. 

A Comparative Analysis of UPQC-P, UPQC-Q 

and UPQC-VAmin - a simulation study 

Yash Pal and A. Swarup 

B
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Fig.2. Phasor representation of UPQC-P  

 

Fig.3. Phasor representation of UPQC-Q  

 

Fig.4. Phasor representation of UPQC-VAmin  

B. UPQC-Q 

The phasor representation of UPQC-Q approach is shown in 

Fig.3. In this approach the required injected voltage by the  

series APF is injected at an angle 90° with respect of the 

source voltage as shown in Fig 3. 

C. UPQC-VAmin 

In case of UPQC-VAmin the required injected voltage by series 

APF is injected at a certain angle ɸsrmin with respect to source 

voltage such that the overall rating of the UPQC is minimum. 

The phasor representation of UPQC-VAmin approach is shown 

in Fig.4. 

III. CONTROL SCHEME OF SHUNT APF 

For all these approaches considered here, the reference 

signal for a shunt APF is based on single phase d-q theory. The 

model for generation of reference source current is shown in 

Fig. 5. The control algorithm for shunt APF is desired to make 

the source current sinusoidal and in phase with the voltage at 

PCC.  

Liu et al [18] have proposed an approach by which a single-

phase system can be represented directly in α-β frame without 

using any transformation matrix. Using the concept of single-

phase p-q theory [19], the load current in α-β frame is as, 
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This approach of using an imaginary variable is further 

extended by Zhang et al [20] to represent the single-phase 

system in d-q frame. The variables in α-β frame can be 

converted to d-q frame representation of single-phase system 

using eqn. (2) as, 
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In eqn. (3), DC terms iLDCD and iLDCQ represent the 

fundamental active and the reactive components in the load 

current iL, whereas, AC terms iLACd and iLACq represent the 

harmonic active and reactive components. The AC and DC 

components can be easily extracted from iLd and iLq using low 

pass filter (LPF) and high pass filter (HPF), respectively. In 

this paper, an indirect current control technique is used. In this 

indirect control, the reference current signal for the source 

current is generated using DC component in current iLd. By 

indirect controlling the shunt APF of single-phase UPQC the 

source supplies the fundamental active part of the load current, 

while the load harmonics and the reactive power requirements 

of the load should be supported by shunt APF of UPQC. 

Therefore required reference d-q components are as, 
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  The reference source current signals in α-β frame can be 

generated by replacing iLd and ILq with iLd
*
and iLq

*
 in eqn.(4) 

and taking its inverse transform using eqn.(5) as, 

( ) ( )
( ) ( ) 







 +








−

=








0*

*

11

11 lossLDCD

S

S ii

twSintwCos

twCostwSin

i

i

β

α                     (5) 

where, (iloss) is the active power current component for 

maintaining the DC bus of back to back connected VSIs. An 

output of PI (proportional-integral) controller at DC bus 

voltage of common DC link voltage of UPQC is considered as 

a current (iloss) for meeting its losses as, 
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where 
)()( ndcadcrnde VVV −= ) denotes an error in Vdc calculated 

over reference value of Vdcr and average value of Vdc. Kpd and 

Kid are proportional and integral gains of the DC bus voltage 

PI controller.  

The term isβ
*
 represents imaginary component of original 

system and thus can be neglected. It can be observed from eqn. 

(5) that the generated reference source current is independent 

of the supply voltage, hence the single-phase d-q theory can be 

used even under distorted supply voltage without any 

modification. In this proposed control strategy, the control is 

made over the fundamental supply current and fundamental 

supply voltage instead of fast changing APFs current and 

voltage, thereby reducing the effect of computational delay. In 

this proposed control algorithm for the shunt APF of single-

phase UPQC, the sensed source current (is) and reference 

source currents (i
*
s) are compared in a hysteresis current 

controller to generate the switching signals for switches of 

shunt APF. 
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Fig.5 Control of Shunt APF using 1-P d-q Theory 

 
Fig.6 Reference signal generation of series APF using UPQC-P 

IV. CONTROL SCHEME OF SERIES APF 

A. For UPQC-P  

The MATLAB based model for reference signal generation for 

series APF is shown in Fig. 6. The sensed source voltage is 

given to single-phase phase locked loop (PLL) to generate 

Sinwt and it is multiplied with a desired maximum voltage at 

across the load. The reference voltage for series APF is 

obtained by subtracting the sensed voltage as shown in Fig. 6. 

 
Fig.7 Reference signal generation of series APF using UPQC-Q 

 
Fig.8 Reference signal generation of series APF using UPQC-VAmin 

B. For UPQC-Q 

A MATLAB based model for reference signal estimation for 

series APF using UPQC-Q approach is shown in Fig. 7 The 

sensed source voltage is sensed and its fundamental rms value 

is computed using a discrete rms value block from the 

MATLAB/SPS library. The computed rms value is divided by 

a desired rms value of the load voltage to calculate Cos δ. 

Taking an inverse of Cos δ, the power angle δ is extracted. 

Taking a Sin value of angle δ, it is multiplied by Vm of desired 

load voltage to get magnitude of required voltage injection by 

series APF. This magnitude is than multiplied by a 90
0
 phase 

leading signal from PLL (Coswt) to obtain required reference 

voltage signal of series APF using UPQC-Q approach. 

C.  For UPQC-VAmin  

A MATLAB based model for reference signal generation of 

series APF using UPQC-VAmin approach is shown in Fig. 8. 

For an optimized angle δ, magnitude and angle of required 

injected voltage of series APF is calculated for the minum 

value of overall KVA rating of UPQC as given in eqn.(7). 

2 2 2 2

Total sr sr sh shKVA P Q P Q= + + +                             (7) 

By substituting system parameters values (given in 

Appendix) in eqn. (8), overall rating of the UPQC is calculated 

as:  
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( )4973.75 1.64 1.6 3198.8 3.53 2.48TotalKVA Cos Cos Sinδ δ δ= − + − +

  (8) 

 In this present work, an optimization is done using general 

algebraic modeling system (GAMS) software for a fixed load. 

An online optimization may be carried out for variable load 

conditions. 

V. SIMULATION RESULTS 

The performance of UPQC-P, UPQC-Q and UPQC-VAmin 

approaches are evaluated using simulation in MATLAB/SIM 

SPS for voltage sag mitigation and reactive power 

compensation in a single-phase distribution system. The 

supply voltage is considered as 230 V at 50 Hz. At time t=0.6 

s, a sag of 20% is introduced in the system, which lasts up to 

t=0.8s. After t=0.8 s, the system is settled again at steady state 

condition. To evaluate the performance for reactive power 

compensation, a load with a maximum load power demand of 

4kW+j4kVAR, having power factor 0.707 is connected 

between the phase and the neutral terminal. 

A. Performance of UPQC-P Approach  

Fig. 9 shows the performance of UPQC-P approach for 

power-factor correction and voltage sag mitigation, while 

Fig.10 shows the active and reactive power flow during the 

UPQC-P approach for the mitigation of voltage sag.  

 
Fig.9 Performance of UPQC-P approach  

 
Fi.g.10Active and Reactive power flow during UPQC-P approach 

 
Fig.11 Performance of UPQC-Q approach  

 
Fig.12 Active and Reactive power flow during UPQC-Q approach 

B. Performance of UPQC-Q Approach 

The performance of UPQC-Q approach for power-factor 

correction and voltage sag mitigation is shown in Fig. 11 and 

Fig.12 shows the active and reactive powers flow during the 

UPQC-Q approach for the mitigation of voltage sag. 

 
Fig.13 Performance of UPQC-VAmin approach 
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Fig.14 Active and Reactive power flow during UPQC-VAmin 

approach 

C. Performance of UPQC-VAmin Approach 

Fig. 13shows the performance of UPQC-VAmin approach for 

power-factor correction and voltage sag mitigation and Fig. 14 

shows active and reactive powers flow during the UPQC-

VAmin approach for the mitigation of voltage sag. In this paper, 

to find out the optimum angle δ, a standard optimization 

algorithm using non-linear programming solver in GAMS 

software is applied. The minimum value of total KVA rating of 

UPQC given in eqn. (8) is found 3.7 kVA at an angle of 

27.80
0
.  

VI. COMPARATIVE ANALYSIS OF DIFFERENT APPROACHES 

A comparative study of various approaches of voltage sag 

mitigation in terms of active and reactive powers shared by 

shunt and series APFs and other parameters such as source 

current, injecting voltage, angle δ and angle Φsr are given in 

Table-I. During voltage sag mitigation using UPQC-P 

approach, series APF injects voltage using an active power. 

This active power is drawn from source through shunt APF. In 

case of UPQC-Q approach, voltage sag is mitigated using 

reactive power only. During voltage sag, the reactive power 

shared by shunt APF is increased heavily. The injecting 

voltage is maximum in case of UPQC-Q as compared to other 

approaches. In case of UPQC-VAmin, series APF shares both 

active and reactive powers, while the load reactive power 

demand is shared by both shunt and series APFs.. 

VII. CONCLUSIONS 

Different approach namely UPQC-P, UPQC-Q and UPQC-

Vmin have been validated through simulations for mitigation of 

voltage sag in a single-phase distribution system. It has been 

observed that the required injecting voltage is minimum in 

case of UPQC-P, while it is maximum in case of UPQC-Q. 

The overall rating of UPQC is minimum in case of UPQC-

VAmin. The series APF shares active power for mitigation of 

voltage sag in case of UPQC-P, and UPQC-VAmin. During 

steady state, the series APF does not share any power 

(active/reactive), while shunt APF only shares reactive power 

for UPQC-P, UPQC-Q and UPQC-VAmin approaches. Hence, 

this paper is considered as a helpful guide for the design 

engineers, consultants and customers for improving power 

quality. 

APPENDIX 

The system parameters used are as follows: 

Supply voltage and frequency: 230V (r.m.s), f=50 Hz. 

Load: 4 kW, 4 kVar.  

Ripple Filter: R=7 Ω, C=5µF. 

DC bus capacitance: Cdc=5000µF. 

DC bus voltage of UPQC: Vdc=400V. 

Series Transformer: 2.5 KVA,1:1 ratio. 

Interfacing Inductors: Rsh=0.1Ω, Rse=0.01 Ω, Lsh=,Lse=5 mH. 

Proportional and Integral gains: kp=2, ki=2. 

TABLE I 

COMPARISON OF DIFFERENT APPROACHES OF VOLTAGE SAG 

MITIGATION 
DIFFERENT            

APPROACHES 

Parameters 

UPQC-P UPQC-Q UPQC-VAMIN 

STEADY 

STATE 

DURING 

SAG 

STEADY 

STATE 

DURING 

SAG 

STEADY 

STATE 

DURING 

SAG 

PS(W) 4000 4000 4000 4000 4000 4000 

QS(VAR) 0 0 0 0 0 0 

PL(W) 4000 4000 4000 4000 4000 3700 

QL(VAR) 4000 4000 4000 4000 4000 3700 

PSER(W) 0 -1000 0 0 0 -500 

QSER(VAR) 0 0 0 3000 0 -2000 

PSH(W) 0 1000 0 0 0 0 

QSH(KVAR) -4000 -4000 -4000 -7000 -4000 -2000 

IS(A) 24 30 25.5 32.5 25 30 

VSR(V) 5 64 5 186 0 140 

∆ (DEGREE) 00 00 10 36.880 00 27.800 

ΦSR(DEGREE) 00 00 00 900 00 740 
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Abstract—The complexity of engineering structures dictates a 

paradigm shift from traditional inspection and damage detection 
techniques to more reliable and efficient approach. Smarts materials 
such as piezoelectric materials are being studied as onboard sensors 
to detect damage progression inside composite structures. 
Nevertheless, predictive models of such complex structures coupled 
to piezoelectric materials been absent, especially related to damage 
detection and prediction. In the current study, a multiscale approach 
is suggested to predict the behavior of piezoelectric fiber-based 
composites. Micromechanical model based on transformation field 
analysis is described to quantify the overall material properties of 
electrically active composite structure. Capitalizing on the extracted 
properties, single-phase analysis of a homogeneous structure is 
conducted using Carrera Unified formulation; a refined plate theory 
extended to include electric behavior of active materials. Results 
obtained here are validated against experimental results. Furthermore, 
the impact of damage on local and global fields is evaluated on 
macro-level through simulated voids inside a beam-like structure 
 

I. INTRODUCTION 
arly failure in engineering structure became a concern 
with the increased employment of composite structures 

and the complexity of its applications. Conventional 
inspection techniques are no longer reliable to assess the 
integrity of these complex structures, especially composite-
based structures. The use of composites has been substantially 
enhancing the mechanical properties of engineering structures; 
however, their nature still increases the susceptibility of the 
structure to incipient failure. Accordingly, continuous real-
time health monitoring systems are being considered to 
replace conventional inspection techniques, mainly, to actively 
identify damage progression inside these complex structures. 
Several studies identified the role of adaptive smart materials 
in structural health monitoring applications; embedded smart 
materials that are responsive toward external stimuli can be 
actively utilized as sensors or actuators inside structures [1]. 
Electrically active materials, that couple mechanical and 
electrical properties such as piezoelectric material, became a 
top candidate in damage identification applications. Initial 
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investigations focused on the applicability of piezoelectric 
wafers embedded within the composite laminates [2]-[5]. 
However, with recent advancements in manufacturing 
technology, the focus shifted towards the behavior of polymer-
based composites with embedded electrically active Lead 
Zirconate Titnate fibers (PZT) [6]-[8]. 

Numerical modeling of piezoelectric fiber-based composites 
(PFC) is mainly focused on interpretations of overall behavior 
of composite-structures subjected to electric or mechanical 
actuation. Analytical quantification of effective properties in 
active composites was subject to rigorous scrutiny. However, 
only few studies described the impact of damage on the 
coupled behavior of PFCs been published.  The spectrum of 
solutions suggested for composites with active constituents are 
based on expanded problems for inactive composite material, 
which include electro-mechanical coupled effect. Earlier 
models computed effective electro-mechanical properties of a 
composite material based on the Eshelby proposed solution for 
an infinite matrix with ellipsoidal inclusion [9]-[12]. A 
different methodology involves asymptotic expansion 
homogenization techniques to extrapolate the electro-
mechanical behavior of electrically active composite 
materials. Imposing mechanical and non-mechanical boundary 
conditions, a unit cell model can be used to characterize an 
idealized periodic geometry through the governing equations 
of local fields [13]. Bahei-El-Din further expanded on this 
approach to compute the overall electro-mechanical response 
of electrically active woven composites using transformation 
field analysis while accounting for damage progression in 
composite lamina [14]. 

On the other hand, Carrera [15]-[16] developed a 
computational method to conduct beam analysis on 
piezoelectric ceramics for actuating and sensing purposes 
using advanced plates and shells theories. Expanding beam 
theories to incorporate the electrical response associated with 
piezoelectricity, Carrera Unified Formulation [CUF] enhances 
the result’s precision through higher order thickness 
expansions. 

II. PROCEDURE 
The suggested computational approach discussed in this 

paper follow a multiscale approach to model the electric and 
mechanical behavior of electrical-active-fiber embedded in a 
polymeric-matrix. The two stage approach consist of 
numerical quantification of overall electro-elastic coefficients 
using Transformation Field Analysis (TFA) scheme and static 
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structural analysis using Carrera Unified Formulation (CUF) 
to model the impact of damage on electrical response of PFCs. 
Electrically induced strains in active medium is treated as 
transformation strains and resultant local fields and overall 
composite response is quantified through the TFA originally 
described by Dovark, G. J.[17]; TFA computes the local fields 
using microgeometry dependent concentrations factors. 
Microproperties of composite are used to assemble the 
stiffness matrices in the governing equations using CUF and 
variable fields are solved using in-house developed finite 
element software. 

A. Constitutive Equations 
Piezoelectric response can be defined through two 

reversible effects; first, the production of an electric field as a 
direct response to an applied stress; and second, a converse 
effect represented by mechanical deformation as a response to 
an applied electric potential. The linearly formulated 
constitutive equations binding the response of piezoelectric 
material are standardized by [18]. The constitutive equations 
for piezoelectric material are derived from the thermo-
dynamical principles correlating the electric field (E), strain 
(S), stress (T) and electrical displacement (D) [16]-[19]. 

                        (1) 
                   (2) 

 is the [6x6] compliance vector for piezoelectric material,  
is the [6x3] piezoelectric coupling co-efficient vector, ε is the 
[3x3] permittivity vector. The two equations can be 
symmetrically combined in matrix notation. 

                 (3) 

Rearranging the constitutive equations for stress function 
                          (4) 

Where,  is the [6x6] stiffness matrix 
                      (5) 

For transversely isotropic piezoelectric material, the 
coefficients can be expressed in matrix notation as the 
following: 

  

 

  

 

                 (6) 

 
Piezoelectric fiber-based composites consist of transversely 
isotropic ceramic piezoelectric fibers aligned in an isotropic 
polymer based matrix. The resultant composite material will 
be transversely isotropic material represented by 11 mutually 

exclusive coefficients representing the electro-mechanical 
response of the homogenized composite. 

B. Transformation Field Analysis (TFA) 
The micromechanical analysis is conducted using the TFA 

scheme [17] to quantify the overall effective electro-
mechanical properties of active PFC composites. 
Transformation field analysis represents overall response of 
the material through separating elastic and inelastic fields. All 
non-mechanical fields due to thermal or electrical actuation 
are considered as inelastic and treated as transformation fields, 
which remain in material after removing mechanical loads. 
The accuracy of the two-phase representation is affected by 
large variations in the transformation field, thus further 
subdivision for constituents is conducted through a 
Representative Volume Element (RVE). The RVE 
demonstrated in Fig. 1 represents a single cell repeated 
throughout the material, which under an idealized assumption 
can provide periodic arrangement. The unit cell used in this 
transformation field analysis is Periodic Hexagonal Array 
(PHA) [20] 

 

(𝑥3) 

(𝑥2) 

(𝑥1) 

 
Figure 1 PHA Representative volume element 

Eigen stresses [ ] and strains [ ] are used to describe 
transformation fields for the representative volume element. 
Accordingly the constitutive equations for each element in an 
RVE can be written to incorporate induced transformation 
fields due to uniform stress [ ] or strain [ ]. 

                    (7) 
                   (8) 

Where i represent number of elements inside the RVE 
[1,2…Q]. Comparing equations with constitutive equations for 
PFC, the transformation fields can be attributed to an applied 
electric field in electrically active piezoelectric fiber-based 
composites. 

                      (9) 
                   (10) 

For the RVE entity, the strains and stress caused by uniform 
stress or strain are super-positioned across the entire volume. 

              (11) 
              (12) 

Where,  is the number of elements carrying transformation 
fields inside the RVE,  and are concentration factors used 
to describe the volume strain and stress in terms of overall 
counterparts. and are constant influence functions 
depends mainly on the elastic moduli of each element. These 
matrices are numerically attained through finite element 
analysis of the RVE under unit load and respective boundary 
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conditions. 

C. Carrera Unified Formulation 
With overall properties extracted from the transformation field 
analysis, the extended plate theory can be used to describe the 
behavior of idealized composite layer.  The governing 
equations for piezoelectric material using Physical Vapor 
Deposition (PVD) can be described with two variables, 
displacement and electric potential [16]. 

            (13) 
                 (14)   

Where  stand for the displacement vector and electric 
potential respectively. Whereas the matrices K are functions of 
the electrical and mechanical properties of the material, for 
multiple layers the matrices are assembled accordingly.  
stand for the inertia matrix and the second derivative of the 
displacement respectively, and  signifies the mechanical 
load exerted. 

The variables can be presented by using the unified 
formation as function of  and expansion functions in 
the z direction. 

                (15) 

 
        (16) 

 
The expansion functions are used to achieve higher order 

approximation across the thickness direction,  signifies the 
order of the expansion in the z direction ranging from 1 to Q, 
however, in the formulation the equation can be expanded up 
to the fourth order. Legrendre polynomials are used to express 
the expansion functions; their value depends on the element 
shape and natural coordinates. 

The computation of the variables is done through a finite 
element model. Shape functions are used to define the relation 
between the nodal values and the element variable. 
Accordingly the equation is written as following; 

        (17) 
In the above equation the q describe the nodal value of the 
variable vector. Using the above relation the governing 
equation can be rearranged: 

        (18) 
              (19) 

The subscripts  are the indices used in the assembly of 
the stiffness matrix, where are related to the shape 
functions and expansion functions respectively. Subscript k 
indicates layer wise analysis for laminated plate structures. 

III. RESULTS 

A. Pristine structure 
The multiscale model applied in the current study is 

evaluated against experimental data obtained from a 
manufacturer of PFCs {Advanced Ceramics Inc}. The single 
ply, unidirectional composite consists of PZT-5A fibers and 

epoxy matrix with 0.45 fiber content. In the RVE the analysis 
proceeds with applying directional electric field in fiber 
direction and accordingly the overall composite mechanical 
deformation is computed at different voltages as shown in Fig. 
2. Furthermore, the composite mechanical and electrical 
properties are extracted for macro-scale analysis using CUF. 

 
Table 1 Material Properties of PZT-5A as extracted from [22]-[14] 

 
Figure 2 Experimental data compared with TFA results for 

mechanical deformation under applied electrical load1

Figure 3 PFC composite: (a) Finite element mesh, (b) PFC composite 
provided by Advanced Ceramics Incorporated 

 

Structural analysis using CUF is conducted on the same 
composite material to verify the modeling approach. The 
displacement is computed at different applied voltages and 
compared with experimental results. The mesh geometry 
shown in Fig. 3-a, is based on a mesh convergence analysis for 
the model for accurate representation, whereas the dimensions 
are based on the manufacturer datasheet and shown in Fig. 4-
a. As shown in Fig. 5, the CUF electrically extended 
formulation, which is based on the constitutive equations for 
piezoelectric material, follows the same linearized pattern. 

 
1 Experimental data are obtained from Advanced Ceramics Inc. data sheet 

for PFC-14 specimen 

Material  
(GPa
) 

             
      

 

 
PZT 5-A 69 0.34 374 171 584 15000 
Epoxy 3.35 0.35 - - - - 

(a) (b) 
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Figure 4 CUF solution for electrical actuation model (a) Geometry, 

dimensions and boundary conditions of the numerical model [C 
indicates clamped side while F is free], (b) Voltage distribution along 

length grounded at blue and applied at red, (c) Displacement 
distributions induced by electro-mechanical coupling displayed in fig. 

[5] 

 
Figure 5 Displacement against Electrical Field solved using Carrera 

Unified Formulation and compared to the experimental and TFA 
results 

B. Damaged Structure 
Damage is introduced throughout the structure by 

introducing an elongated (in the y-direction) and thorough 
(through thickness – z direction) void inside the model in 
different locations across the composite structure. For constant 
applied uniaxial load in y-direction Fig. 6 represents the 
adjusted voltage distribution due to void interference. The 
induced void inside the model caused a global voltage increase 
from pristine condition across the two electrodes ends. 
The impact of void location is studied through analyses of 
local voltage fluctuations. For different void locations the 

local voltage variation is plotted in Fig. 7, the result indicates 
varying voltage variations. 
 

 
Figure 6 Voltage distribution in a damaged model with introduced 

void 

 
Figure 7 Voltage variation in proximity of void for varying damaged 

locations along the length of the model 

IV. DISCUSSION 
As shown in Fig. 2, the TFA results present purely linear 

behavior based on the constitutive equations for piezoelectric 
material, whereas the experimental behavior demonstrate a 
nonlinear behavior. The voltage is applied along the fiber 
direction [  and the displacement is measured in the same 
direction for alternating voltages. Both the TFA model and 
experimental results match well on the initial linear part of the 
curve with low voltage applied, yet at very high voltages the 
experimental data starts to diverge from linear behavior. The 
nonlinear behavior is attributed to multiple factors, mainly 
heat and polarization shifting at high voltages. The coupling 
coefficients dictate the mechanical deformation of the 
composite under pure electric loading in the direction of the 
fibers. In analogy, the mechanical deformation of the 
composite under pure mechanical loading is dictated by the 
composite stiffness matrix. 

In the macro-scale boundary conditions such as mechanical 
constraints significantly affect the structural response, thus the 
values computed through CUF diverge slightly from the TFA 
as shown in In Fig. 5. Similar to TFA during the initial part of 
the curve the Finite Element model match well with 
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experimental results accordingly this model presents an 
adequate approximation of the structural behavior and can be 
extended to evaluate the behavior of the structure in damaged 
conditions. 

The voltage increase in the damaged model is expected due 
to the stiffness drop of the entire structure. The amplitude of 
the voltage fluctuates depending on the location of the void 
along the length. The global change in voltage signifies clear 
indication of damage occurrence in the structure. Localization 
through local voltage drops in the vicinity of the void is 
evaluated. Fig. 7 demonstrates the voltage variation in the 
proximity of the void; with the void being located at different 
locations relative to the x, y coordinates.  The local voltage 
difference descends the further the location of the applied load 
from the damaged area. However, the sensitivity also 
diminishes; indicating the significance of the distance between 
void location and applied load in damage localization. 

V. CONCLUSION 
In the current study a multiscale approach been utilized to 

extract the behavior of composite structures with electrically 
active fibers. The model demonstrated proper approximation 
of the experimental results. Both models, the microscale 
(TFA) model and macro-scale (CUF-FEM) model, been 
successfully utilized through a hierarchal approach; accuracy 
is increased substantially with fiber-fiber interaction scheme 
of the TFA in microscale and the structural response in macro-
scale. Extracting the electro-mechanical properties of the 
composite material from the micromechanical model allows a 
significant reduction in the computational cost at the macro-
scale and therefore enables the modeling of more complex 
geometry and structures utilizing the proposed multiscale 
approach. 

Furthermore, damage had been introduced and evaluated in 
a macro-scale finite element analysis through introducing 
voids at different locations of the model. Damage 
identification and localization is done through analyzing the 
impact of the damage. Global voltage variation along the 
entire model provides clear indication of damage occurrence, 
whereas localized fluctuation of voltage near the vicinity of 
the damage due to different void’s location demonstrated a 
dependence on the distance from the applied load and 
boundary condition. With sufficient database of results the 
work presented in this paper can be further expanded to 
include damage characterization through proper 
implementation of Genetic Algorithms (GA) and Neural 
Networks (NN) [23]. 
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Abstract—This paper presents an investment cost recovery based 

reliable optimization approach to optimal placement of thyristor 
controlled series compensator (TCSC) in competitive power market. 
The double auction bidding model has been used in which generation 
companies (gencos) as well as distribution companies (discos) both are 
allowed to offer and bid their prices to independent system operator 
(ISO). The amount to be paid by each disco and amount to be received 
by each genco has been determined by actual bidding price approach. 
The objective is to maximize the social welfare with minimization of 
device investment cost by suitable location and rating of single TCSC 
in the system. The effectiveness of proposed approach for location of 
TCSC has been tested on 39-bus New England and 246-bus Indian 
practical NRPG (Northern Regional Power Grid) systems. 
 

I. INTRODUCTION 
OW these days greater demands have been placed on the 
transmission network, and these demands will continue to 

increase because of the increasing number of nonutility 
generators and heightened competition among utilities 
themselves. The increased demand on transmission, absence of 
long-term planning and the need to provide open access to 
generating companies and customers, all together have created 
tendencies towards less security and reduced quality of supply. 
Flexible AC transmission systems (FACTS) are considered to be 
one technology that can benefit the emerging power system in 
terms of enhancing the system stability, providing better voltage 
control and increased loading capability of existing transmission 
systems with possibility to load lines much closer to their 
thermal limits [1], [2]. 

Since a decade, there has been growing interest in allocation 
of FACTS devices for achieving different objectives for 
transmission network. Gerbex et al. [3] have used a genetic 
algorithm to seek the optimal location of FACTS devices in a 
power system. Optimizations have been performed on the 
location of the device as well as their values. However, in [3] the 
number of devices to be installed is decided arbitrarily not by 
optimization. The impact of TCSC on congestion and spot 
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pricing is presented in [4]. The paper demonstrated that the 
TCSC could reduce congestion as well as the losses. References 
[5] and [6] have proposed optimal allocation methods for TCSC 
to eliminate the line overloads, where sensitivity index is 
introduced for ranking the optimal placement. Priority list 
method for TCSC allocation for congestion management has 
been proposed in [7]. However the works presented in [3]-[7] 
have not taken into account the cost of installation and 
maintenance of FACTS devices. 

Reference [8] proposes an approach for optimal location of 
FACTS devices and evaluating its impact on annual total cost, 
device investment cost and benefit due to device installation. 
Song et al. [9] suggested the proper location of each device to 
enhance the steady state security. In [10], application of 
different FACTS devices has been presented to control the 
power flow in the power system. Recently some other 
optimization techniques based on various artificial intelligence 
techniques like evolutionary programming (EP) [11], particle 
swarm optimization (PSO) [12], hybrid particle swarm 
optimization (HPSO) [13] etc. have also been developed for the 
analysis of deregulated power sector. However, these techniques 
take much more time to simulate the problem and sometimes do 
not converge to a single optimal value and provide approximate 
solutions. 

Review of works from the literature reveals that the limited 
attempts have been made to suggest a simple, efficient and 
reliable approach for optimal location, rating, cost of FACTS 
controllers, social welfare and investment cost recovery of 
FACTS devices simultaneously in the deregulated power sector. 

This paper presents a simple and reliable optimization 
approach for optimal placement of TCSC in the competitive 
power sector. The proposed approach is based on investment 
recovery of FACTS devices with step by step variation in 
control parameters of the device. MATLAB programming codes 
for the proposed technique have been developed and 
incorporated for the simulation purpose. In this paper, the 
MATPOWER [14] m-files are modified with adding the 
proposed optimization codes to solve the problem.  

II. MATHEMATICAL FORMULATION 

In the considered power market model, bulk loads as well as 
retailers are required to bid their maximum demand and price 
function. All generators are also required to bid their generation 
cost function along with their maximum generation. 
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and Investment Cost Recovery of a TCSC in 

Double Auction Power Market  
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N 
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A. TCSC Modeling 
The TCSC can serve as the capacitive or inductive 

compensation respectively by directly modifying the reactance 
of the transmission line. In this paper, the model of the TCSC 
has been developed to be suitable for steady-state.  It has 
modeled as variable reactance connected in series with 
transmission line. The model of transmission line with a TCSC 
connected between bus i and bus j is shown in Fig. 1. 

 Bus i Bus j Zij = rij+jxij 

Pij Vi Vj 

xTCSC 

 
Fig. 1.  Model of transmission line with TCSC. 

The rated value of TCSC is a function of the reactance of 
transmission line where TCSC has been installed: 
                         xline  = xij + xTCSC                                       (1) 
         where       xTCSC = kTCSC. xline 

‘xline’ is the overall line reactance between bus i and j with TCSC 
installation. ‘xTCSC’ is the reactance of TCSC and ‘kTCSC’ is a 
coefficient which represents the compensation level of TCSC 
( 0.7 0.2TCSCk− ≤ ≤ ). The working range of reactance of TCSC 
has been fixed between -0.7xline and 0.2xline [3], [15]. Normally 
up to 70% of line reactance is chosen for compensation because 
100% compensation will raise a problem of series resonance in 
the system [16]. 

B. Investment Cost 
According to Wibowo et al. [8], Saravanan et al. [12] and 

Siemens AG database [17], the investment cost of TCSC is 
given by: 

       0.0015. 0.7130. 153.752
TCSC TCSC TCSCC S S= − +    $/kVar          (2) 

where ‘CTCSC’ is the cost of TCSC in $/kVar and ‘STCSC’ is the 
operating point of TCSC in MVar. Overall investment cost 
‘ICTCSC’ (in $) is calculated as follows: 

     
( )1000TCSC TCSC TCSCIC  C  S  = × ×

   
$           (3) 

The following expression has been used to convert the 
investment cost of TCSC into annual term [8]: 

  
(1 ) 1

LT

TCSC TCSC LT
ir(1+ir)AIC  IC

ir
=

+ −
    $/year     (4) 

where ‘AICTCSC’ is the annual TCSC investment cost, ‘ir’ is 
the interest rate and ‘LT’ is the life time of device. In this work, 
it is assumed that the interest rate ir = 0.05, LT = 5 years. 

In order to calculate the hourly cost of TCSC (in $/h), the 
following formula is used: 

  
8760

TCSC
TCSC

AIC
HIC  =  

 
 

  $/h             (5) 

here, ‘HICTCSC’ is the cost of TCSC in $/h.  

C. Objective Function and Constraints 
Consider a system having total ‘nb’ number of buses, ‘ng’ 

number of generators and ‘nd’ number of loads. Let the 
generation cost curve offer to the pool by generator at bus i be 
denoted by p

i iC (Pg ) and the worth function (which is also 
called benefit curve [18]) for load that is price dependent be 

.p
j jB (Pd ) It represents the price the load is willing to pay to 

purchase an amount of power .p
jPd  

Mathematically, the objective function is to maximize the 
social welfare and minimize the investment cost of TCSC. So 
the objective function is given as: 

ngnd
p p

obj j j i i TCSC
j=1 i=1

F  = max B (Pd ) C (Pg ) HIC
  − − 
  
∑ ∑  $/h          (6) 

subject to the following transmission network constraints and 
FACTS device constraints: 
• Power balance equations (equality constraints)  

 ( ,φ) - 0p p
i i iP V Pg  + Pd = ,   for any bus i                         (7)   

 ( ,φ) 0p p
i i iQ V - Qg  + Qd = , for any bus i                         (8) 

• The inequality constraints  

    
, ,

, ,

0.7 0.2

min max min max
i i i i i i

min max max
i i i ij ij

ij TCSC ij

Pg Pg Pg Qg Qg Qg

V V V MVAf MVAf

x x x

≤ ≤ ≤ ≤
≤ ≤ ≤ 
− ≤ ≤ 

; and nbi j∀         (9) 

where, min
iPg , max

iPg are real power generation limits at  bus 
i; Vi is voltage magnitude at bus i; min

iQg , max
iQg are reactive 

power generation limits at bus i; max
ijMVAf is maximum 

apparent power flow limit of transmission line connecting bus i 
and bus j; xTCSC, xij are reactance added to the line by placing 
TCSC and reactance of the line connecting bus i  and bus j. 

During optimization process each disco will considered to be 
paid an amount to ISO for purchase the power and each genco to 
be received an amount from the ISO to sale the power to disco. 
The amount to be paid by each disco and amount to be received 
by each genco has been determined by actual bidding price 
approach [19]. The social welfare has been then determined 
based on total payments and receipts. 

III. PROPOSED OPTIMIZATION ALGORITHM 
The optimization problem of (6) - (9) is a complex large scale 

nonlinear programming problem that cannot be easily solved by 
conventional approaches. This paper presents an approach in 
which optimization has been done by placing TCSC and varying 
all control parameters step by step manner between the specified 
ranges and getting optimal solutions. The only OPF part of 
proposed technique has been constituted by modifying the m-
files of MATPOWER [14]. In the proposed approach, this OPF 
has been run several times for each and every possible location 
and sizing of TCSC and best location will be decided at which 
objective function gets maximum value.  

The proposed approach is capable of handling generating units 
having any type of cost characteristics such as quadratic, 
piecewise linear, piecewise quadratic etc. 
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A.  Flow Chart of Proposed Approach 
 The flow chart of the proposed approach has been given in 
Fig. 2. In this figure, ‘N’ is number of TCSC; ‘kTCSC’ is 

compensation level of TCSC; ‘ΔkTCSC’ is increment in kTCSC; 
kTCSC

max is maximum value of kTCSC (0.2); kTCSC
min is minimum 

value of kTCSC (-0.7); Fobj  is value of objective function; Fwithout is 
value of objective function without TCSC in the network and 
Fwith is value of objective function with TCSC in the network; ‘I’ 
is a counter which shows a step increment by 1 for every ΔkTCSC 
increase in TCSC compensation level. As the value of ‘I’ 
increase, the size of column matrix Fwith also increase.   

B. Investment Cost Recovery 
Investment cost of TCSC has been calculated by the equations 
(2) - (5). The objective function has two parts: one is social 
welfare and another part is investment cost of TCSC. The social 
welfare is combination of the equations for maximization of 
consumer benefit and minimization of generation cost. There is 
considerable increase in social welfare with installation of TCSC 
by proposed approach. This increase in social welfare is more 
than installation cost of TCSC. Hence there is complete recovery 
of installation cost of the TCSC. 

IV. APPLICATION OF PROPOSED ALGORITHM 
The proposed approach for optimal location of TCSC has 

been tested and analyzed on 39-bus New England system [14] 
and 246-bus Indian practical NRPG system [20] with quadratic 
as well as linear cost functions.  

The proposed approach based on deterministic model, in 
which OPF has been run several times for each and every 
possible locations and sizing of the TCSC and best location has 
been determined by the maximum optimal value of objective 
function. Since, the proposed approach is evaluating the 
objective function for all possible locations, so there is no 
chance to ignore the global optimal point. Due to this reason, it 
may reliable than other approaches and provides unique global 
optimal results.     

For both the considered systems, the generator offer cost 
functions and demand bidding cost functions have been taken as 
quadratic as well as linear as follows: 

For quadratic cost function: 
 p p 2 p

i i i i i iC (Pg )= a (Pg ) +b Pg                           (10) 

 p p 2 p
j j j j j jB (Pd )= a (Pd ) +b Pd                                            (11) 

For linear cost functions the value of coefficients ai,and aj 
have been taken as zero. These linear functions are shown as 
follows: 

    
p p

i i i iC (Pg )= b Pg                           (12) 

 
p p

j j j jB (Pd )=b Pd
                                                               (13) 

The minimum value of all generators i.e. (Pgp)min and minimum 
value of all variable demands i.e. (Pdp)min has been taken as 
zero.  

A. TCSC Placement in 39-bus New England System 
First, the proposed optimization technique has been applied to 

39-bus New England system. The generation offer coefficients 
of all generators and demand bidding coefficients of all demands 
for this system is given in Table V and Table VI in the 
Appendix. 

The social welfare has been determined for with and without 
TCSC cases for this practical system. From Table I it is 
observed that social welfare increased by 33.611 $/h after 
locating TCSC in line number 40 (line segment 25-26). The 
investment cost of TCSC is 4.9093 $/h which has been 
recovered by enhanced social welfare. Table I also shows the 
investment cost recovery of TCSC. The additional social welfare 
after recovery is 28.7017 $/h which is still more than the 
investment cost of TCSC.  

TABLE I 
 INVESTMENT RECOVERY BY ADDITIONAL SOCIAL WELFARE BY 

PROPOSED APPROACH (39-BUS SYSTEM) 
S.N. Items Value ($/h) 
1.  Social Welfare Without TCSC; (A) 18034.429 
2.  Social Welfare With TCSC Allocation; (B) 18068.040 
3.  Additional Social Welfare Without Investment 

Recovery of TCSC; (C) = (B - A) 33.611 

4.  Investment Cost of TCSC; (D) 4.9093 
5.  Additional Social Welfare After Investment 

Recovery of TCSC; (E) = (C - D) 28.7017 

TABLE II 
  OPTIMAL PARAMETERS OF PLACED TCSC (39-BUS SYSTEM) 

S.N. TCSC Parameters Optimal Value/Mode 

1.  Optimal Location Line Number - 40 
2.  Compensation Level (kTCSC) in p.u. -0.64 
3.  Operating Mode Capacitive 
4.  Reactance of TCSC (xTCSC ) in p.u. -0.0207 
5.  Cost of TCSC ($/h) 4.9093 

 
The optimal parameters of allocated TCSC are shown in Table 
II. As per this table, the compensation level of TCSC is -0.64 
p.u. which provides capacitive series compensation for the 
system. The reactance of selected TCSC should be -0.0207 p.u. 
in order to gets better compensation. 

B. TCSC Placement in 246-bus Indian NRPG System 
The proposed technique has been also applied to another 

practical system i.e. 246-bus Indian NRPG system. The 
generation offer coefficients of all generators and demand 
bidding coefficients of all demands for this Indian system are 
given in Table VII and Table VIII in the Appendix.  

TABLE III 
INVESTMENT RECOVERY BY ADDITIONAL SOCIAL WELFARE BY 

PROPOSED APPROACH (NRPG SYSTEM) 
S.N. Items Value ($/h) 

1.  Social Welfare Without TCSC; (A) 653439.191 
2.  Social Welfare With TCSC Allocation; (B) 654287.672 
3.  Additional Social Welfare Without Investment 

Recovery of TCSC; (C) = (B - A) 848.481 

4.  Investment Cost of TCSC; (D) 36.8074 
5.  Additional Social Welfare After Investment 

Recovery of TCSC; (E) = (C - D) 811.6736 
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determine the objective function, Set Fwithout= Fobj  
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Set Line L = 1 

No 

I = I  + 1 

Find ΔF(L) = maximum of FFobj(L) 

 
                   Fig. 2. Flowchart of proposed approach. 

 

TABLE IV 
 OPTIMAL PARAMETERS OF PLACED TCSC (NRPG SYSTEM) 

S.N. TCSC Parameters Optimal Value/Mode 
1 Optimal Location Line Number - 12 
2 Compensation Level (kTCSC) in p.u. -0.7 
3 Operating Mode Capacitive 
4 Reactance of TCSC (xTCSC ) in p.u. -0.0087 
5 Operating Point (STCSC) in MVar 17.5725 
6 Cost of TCSC ($/h) 36.8074 

Table III presents the improvement in social welfare when 
TCSC is optimally placed at line number 12 (line segment 73-
74). As per this table, the proposed method provides large 
additional social welfare i.e. 848.4810 $/h by optimal placement 
of TCSC that also recovers the investment cost of TCSC. This 
table also shows that investment cost of TCSC is 36.8074 $/h 
and additional social welfare with recovery of TCSC cost is 
811.6736 $/h. This additional welfare (after recovery) is 
significant and provides the motivation to ISO for installing 
TCSC in the network for enhanced market trading capability by 
relieving the congestion. 

The optimal location, compensation level, operating mode, 
reactance and cost of desired TCSC have been determined by 
proposed optimization approach and presented in Table IV. 

V. OBSERVATIONS  
The following observations have been made by the simulation 

with the proposed technique: 
1)  By proposed approach, there is considerable increase in 

social welfare with installation of TCSC. The increase in 
social welfare is so much that it even recovers the 
installation cost of TCSC. In other words, the 
installation cost of TCSC has been recovered from 
enhanced social welfare. Therefore no additional 
revenue is required for the FACTS device in this optimal 
approach.    

2)  The proposed technique not only provides the unique 
optimal location of TCSC but also determines the 
optimal parameters of TCSC with enhanced social 
welfare. 

3) The proposed technique can be used for placement of 
TCSC in any small as well as large power systems. 

VI. CONCLUSION 
This paper presents a simple and reliable optimization 

technique for simultaneously determining the optimal location 
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and parameters of TCSC in the competitive power market. 
Social welfare has been determined for with and without TCSC 
in the networks. The test results demonstrate the effectiveness of 
the proposed approach in terms of maximizing the social welfare 
with minimizing the TCSC investment cost and recovery of the 
TCSC investment cost.  

The optimal operating costs in market environments depend 
on bids submitted by generating companies and on consumer 
benefit functions. Both may vary considerably in a daily/hourly 
basis. In this paper, submitted offers and bids have been 
considered only for the single interval (1 hour). It can also be 
extended for the multiple intervals (24 hours).

APPENDIX 
TABLE V 

OFFER COEFFICIENTS AND LIMITS FOR GENERATORS (39-BUS SYSTEM)  
Bus 
No. 

Offer Price Coefficients Generation 
Limit )p max(Pg  ai bi 

30 0.01249 45 1040 
31 0.04213 40 646 
32 0 40 725 
33 0.00807 35 652 
34 0.01124 55 508 
35 0.02667 20 687 
36 0.06452 25 580 
37 0.03448 55 564 
38 0 20 865 
39 0.08547 55 1100 

 
TABLE VI  

BIDDING COEFFICIENTS AND LIMITS FOR DEMANDS (39-BUS SYSTEM)  
Bus 
No. 

Bid Price Coefficients Demand Limit p max(Pd )   

aj  bj 
3 0 41 644 
4 -0.00889 49 1000 
7 -0.00533 55 467.6 
8 0 41 1044 
9 -0.00533 55 13 

15 -0.02794 44 640 
16 -0.01865 41 658 
20 -0.00533 61 1360 
21 -0.00889 49 548 
23 -0.00741 70 495 
24 0 41 617.2 
25 -0.00741 70 448 
27 0 49 562 
28 -0.00659 49 412 
29 -0.00889 55 567 

 
TABLE VII 

OFFER COEFFICIENTS AND LIMITS FOR GENERATORS (NRPG SYSTEM) 

us 
No. 

Offer Price 
Coefficients 

Generation 
Limit

)p max(Pg   

Bus 
No. 

Offer Price 
Coefficients 

Generation 
Limit

)p max(Pg   

Bus 
No. 

Offer Price 
Coefficients 

Generation 
Limit

)p max(Pg   

Bus 
No. 

Offer Price 
Coefficients 

Generation 
Limit

)p max(Pg   ai  bi ai  bi ai  bi ai  bi 

1 0.01249 45 690 12 0.04167 20 600 23 0 35 750 34 0.03559 20 840 
2 0.04213 40 120 13 0 40 1260 24 0.00807 40 450 35 0.02222 25 431 
3 0 40 840 14 0.00807 40 440 25 0.04386 20 690 36 0.04114 20 695 
4 0.00807 35 480 15 0.03559 20 440 26 0 35 640 37 0.033 55 419 
5 0.01124 55 324 16 0 45 1360 27 0.05216 20 220 38 0 30 2649 
6 0.02667 20 324 17 0.11905 20 390 28 0 20 450 39 0.03333 20 1050 
7 0.06452 25 785 18 0.04608 20 1000 29 0.00833 25 440 40 0.01667 25 2000 
8 0.03448 55 660 19 0.09709 25 350 30 0.02105 20 150 41 0.04114 25 2000 
9 0 20 180 20 0.02688 25 550 31 0 45 500 42 0.01818 20 390 

10 0.08547 55 330 21 0.04629 20 1075 32 0.02358 20 1630  
11 0.00518 45 396 22 0.00807 40 750 33 0.03676 25 850 

 

 

TABLE VIII  
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BIDDING COEFFICIENTS AND LIMITS FOR DEMANDS (NRPG SYSTEM) 

Bus 
No. 

Bid Price 
Coefficients 

Demand 
Limit 

p max(Pd )   

Bus 
No. 

Bid Price 
Coefficients 

Demand 
Limit 

p max(Pd )   

Bus 
No. 

Bid Price 
Coefficients 

Demand 
Limit

p max(Pd )   

Bus 
No. 

Bid Price 
Coefficients 

Demand 
Limit

p max(Pd )   aj  bj aj  bj aj  bj aj  bj 

43 -0.00533 100 43 99 0 35 65 142 -0.00889 80 72 186 -0.02794 125 43 
44 -0.00889 80 56 100 -0.00889 80 124 143 -0.02794 125 136 187 -0.00659 90 220 
45 -0.00741 65 63 101 0 35 65 144 0 35 166 188 0 35 153 
46 0 20 71 105 -0.00533 100 71 145 -0.00533 100 201 189 -0.00533 100 29 
47 -0.00659 90 145 106 -0.00659 90 46 146 -0.02794 125 92 190 0 20 408 
48 0 35 96 108 -0.01865 85 124 148 0 35 91 191 -0.00741 65 124 
49 -0.00741 65 36 109 -0.00889 80 141 149 -0.00741 65 128 192 0 45 86 
52 0 20 49 110 -0.01865 85 58 150 0 45 120 193 -0.00533 100 153 
55 -0.00533 100 44 111 0 20 64 151 -0.00533 100 68 194 -0.02794 125 269 
57 -0.00533 100 143 112 -0.00533 100 121 152 0 38 97 195 0 45 198 
60 0 35 111 113 -0.01865 85 110 153 0 45 75 197 -0.00741 65 181 
64 -0.00889 80 50 114 -0.02794 125 69 156 -0.00659 90 270 198 -0.02794 125 186 
65 -0.00741 65 13 115 -0.00889 80 60 157 0 45 84 199 0 35 329 
66 0 35 149 116 0 35 112 158 -0.00533 100 175 200 -0.00533 100 49 
67 -0.00889 80 428 117 -0.00659 90 131 159 -0.02794 125 80 201 -0.00533 100 212 
76 -0.00533 100 73 118 -0.00533 100 183 160 0 45 254 202 -0.00889 80 238 
77 0 35 181 119 -0.02794 125 53 161 -0.00741 65 97 203 -0.02794 125 139 
78 -0.02794 125 30 120 -0.00889 80 60 162 -0.02794 125 210 204 0 20 89 
79 -0.00533 100 140 121 -0.00889 80 232 163 0 35 124 205 -0.00741 65 365 
82 -0.00889 80 281 123 -0.01865 85 166 164 -0.00533 100 89 206 -0.00533 100 39 
83 -0.02794 125 300 124 -0.00533 100 36 165 -0.00533 100 51 207 -0.00659 90 128 
84 -0.02794 125 467 125 0 38 71 166 0 35 139 208 0 35 115 
85 0 35 264 127 -0.00741 65 48 168 0 20 230 218 -0.00533 100 160 
87 -0.00533 100 141 128 -0.00741 65 35 169 -0.00741 65 119 220 -0.00889 80 95 
88 -0.00533 100 410 130 0 45 35 170 -0.01865 85 134 223 -0.00741 65 78 
89 -0.02794 125 39 132 0 38 256 171 -0.02794 125 138 224 0 20 36 
90 -0.00533 100 254 133 -0.00533 100 221 172 -0.00889 80 95 225 -0.00659 90 70 
91 -0.02794 125 178 134 -0.00889 80 75 173 -0.01865 85 49 227 0 35 75 
92 0 35 65 135 0 38 89 174 -0.00659 90 170 228 -0.00741 65 92 
93 -0.00889 80 142 136 -0.00659 90 324 176 -0.02794 125 138 235 0 20 8 
94 -0.02794 125 54 137 0 20 333 177 -0.00533 100 60 242 -0.00533 100 28 
95 0 20 65 138 -0.00533 100 71 181 -0.00533 100 72 245 -0.00533 100 201 
96 -0.00741 65 166 139 0 20 124 182 -0.02794 125 115 

 
97 -0.00533 100 171 140 -0.00741 65 48 184 0 20 26 
98 -0.00659 90 114 141 0 35 86 185 -0.00889 80 80 
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Abstract – The natural environment is a complex open system 

consisting of geologic, atmospheric, hydrologic and biologic 

elements that are interconnected through energy and genetic 

information exchange; in addition, numerous internal and external 

relations within and between each subsystems are interwoven into the 

fabric of space. In order to understand and model the complexity of 

pollen dispersion and accumulation in Columbia Basin one hundred 

thirteen environmental parameters were included into factorial 

analysis, geostatistical interpolation was applied to one hundred 

twenty nine point locations and conclusions were drawn from 

statistical analysis. The results revealed existence of five most 

influential factors in the studied area. The regional typology was 

based on factor scores and resulted into delineation of generic regions 

in the study area.   

 

Keywords – Environment, factor analysis, geostatistics, pollen grains. 

 

I. INTRODUCTION 

IRBORNE pollen is a regionalized variable that indicates 

spatial auto correlation [1], [2].  Therefore in this paper, 

geostatistical methods (ordinary kriging estimators) were used 

to predict the pollen grain values in unsampled locations. The 

test area selected for this project was the Columbia Basin in 

the Pacific Northwest region of the United States. The reason 

for selecting this particular region was due to its bio-climatic 

characteristics that exhibit an arid region surrounded by 

mountainous complexes. A sample of 129 geo-referenced 

irregular point locations represents the geographic data in the 

Columbia Basin [3].     

    The spatial distribution of pollen grains on the ground is a 

result of complex natural forces that include factors related to 

climate, the biosphere, and geomorphology. In order to 

explain the patterns of pollen accumulation and distribution in 

the Columbia Basin, numerous parameters had to be taken into 

consideration, and appropriate methods used to capture these 

complex relationships.  

    The North American pollen database [3] contains data for 

over 5,000 locations.  From this group, pollen quantities from 

forty-four plant species were selected. In addition, sixty-nine 

bio-climatic variables and elevation values were also provided 

for every sample location.  From forty-four plant pollen types, 

a group of eight: Pinus, Artemisia, Poaceae, Cheno-Ams (a 

combination of Chenopodiaceae/Amaranthus), Aster, Alnus, 

Ambrosia, and Picea had sufficient quantities of distribution 

of pollen grains to satisfy the necessary normal distribution 

patterns; therefore, they were included for further analysis. 

The rest of the pollen types from various plants produced 

insignificant amounts of pollen in the study area, so we 

grouped them into one residual pollen category: Abies and 

Larix represented the largest amount of residual pollen 

(27.3%).  The sixty-nine bioclimatic variables were divided 

into two groups based on the criteria of data complexity. The 

first group included thirty-six variables in three subcategories: 

monthly temperature, monthly precipitation and monthly 

sunshine (thirty-six parameters altogether). The second group 

consisted of thirty-three more complex parameters including 

temperatures during growing days (0
0
C, 5

0
C), the Priestly-

Taylor (alpha) parameter, and annual actual as well as 

potential evapotranspirations. (The full list of variables is 

found in the Appendix).  Each category was scrutinized using 

factor analysis, and eleven bioclimatic variables were selected 

for the final complex factor analysis based on a variety of 

variable loadings.  

    These bioclimatic variables are as follows: the mean 

temperature in July (tjul), mean precipitation in February 

(pfeb), mean precipitation in July (pjul), minimum annual 

temperature (tmin), chill factor. In addition, there are the 

number of days when the pseudo-daily temperature was below 

5
0
C, actual evapotranspiration (aaetp), total snow-water 

equivalent from the bucket model (totsnopt), January versus 

annual precipitation ratio (pjanpann), and July versus annual 

precipitation ratio (pjulpann).  Finally, the mean sunshine 

value for March, April and May (smam), and the mean 

sunshine value for December, January and February (sdjf) are 

included. Elevation was also added to the set of eleven 

relevant bioclimatic variables and eight pollen variables 

totaling the final set of variables to twenty-one.       

    Mathematically, each variable Xi can be defined as a linear 

combination of a smaller number of hypothetical factors Fm i.e 

imim13i2i1i e+Fa++Fa+Fa+Fa=X ....321            (1) 

for i = 1,2,3,…k  where “k” is the number of variables (21),  m 

is the number of factors and ei is the residual error variable.  

Note the correlations between Xi with Fi is 0. The correlation 

between factors (Fi) is also zero. The ais are the factors’ 

constants or loadings. The variance of Xi can be expressed as  

)Var(e+)FVar(a++)FVar(a+)FVar(a+)FVar(a

=)e+Fa++F3a+Fa+FVar(a=)Var(X

imkmi3i2i1

imkmi3i2i1i

...

...

321

21 (2) 

Because we use standardized variables then:  
1... =)Var(e+a++a+a+a=)Var(X i2km2i32i22i1i            (3) 

    As mentioned above, the constants aij are called factor 

weights or factor loadings and they take on values between -1 

to 1.  They can be interpreted as correlation coefficients 

between observed variables and factors similarly to linear 
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function. The matrix of factor loadings is called the factor 

matrix. The sum of squared factor loadings ai1 + ai2 + aim 
represents a part of Xi variance explained by all factors Fj. 

This sum is called the communality of the variable Xi. In 

another words, the communality is that part of the variable 

variance which is explained by all factors. The maximum 

value of communality is 1. The values near one indicate that 

the variance is well explained by the factor analysis method. 

The expression Var(ei) is the portion of the variance of a 

variable Xi that is not explained by factors and is called 

“uniqueness.” Hence the sum of uniqueness and communality 

equals one.  In addition, we included only those factors into 

the final complex factor analysis with a standard deviation 

greater than one.  The purpose of factor analysis is to extract a 

small number of factors that describe complex relationships. 

However, the natural processes and laws are extremely 

complex.  An advantage is that by using the process of factor 

analysis, we can reduce the number of variables into a few 

factors (unobserved or latent variables). The “observed” 

variables are modeled as a linear combination of potential 

factors, plus the error terms. It is a technique used to estimate 

the common variance among original variables. In this project, 

we used varimax rotation (orthogonal rotation) that minimizes 

the number of variables into factors that indicate high loadings 

(relationships between variables Xi and all common factors 

Fi). The transformation of rotated factors Fi’ from original 

factors Fi is given by linear combinations of new coefficients 

and original factors Fi: 

        (4) 

for i = 1,2,3…m. 

Factor scores (F’i) are determined for every point sample 

location, i.e. for 129 locations in the studied area.  Those 

locations represent another spatial characteristic that help us to 

divide the study area into unique major regions that are 

specific to bioclimatic variation and pollen characteristics. The 

varimax rotation does not further reduce the number of 

original factors but rather changes the number of loadings. 

The small loading values are maximalized. Note: the 

transformed factor matrix Fi’ contains a small number of 

loadings allowing an optimal interpretation of factors and 

computation of the factor score.  

 

II. GEOSTATISTICAL METHODS AND POLLEN 

DATA 

 

The pollen counts are regionalized variables; their spatial 

distribution in the upper soil layer is a function of distance 

from source areas. The first attempt to study spatial 

distributions of pollen distribution patterns using geostatistical 

methods was in [1]; kriging interpolation was used to study 

pine, oak, juniper and Cheno-Am pollen in Big Bend National 

Park. Later, the composite pollen was also mapped in the same 

area using three spatial algorithms; the corregionalization 

model achieved the smallest error variance [2]. The usage of 

geostatistical methods is justified due to the fact that the local 

pollen sources in close proximity exhibit similar properties, 

and the similarity between samples decreases with increasing 

distance. Interpolation methods such as ordinary kriging 

predict the values in an unsampled location with the smallest 

mean square error of prediction [4]. Kriging is the best linear 

unbiased estimate in the form of:  

         )z(xλ=)(xz i

n

=i


1

0i0ˆ  where     .1

1

0i
n

=i

=λ                       (5)       

where z(xi), i=1,2,3…n, are known pollen (sample) values and 

λ0i are the kriging weights for location x0. Because kriging is 

an unbiased estimator, the sum of weights is equal to one. This 

is true for all the predictions of pollen values at locations x0.  

Practically, there are two correlation matrices [3] that drive the 

entire process of kriging. The first correlation matrix contains 

correlations (covariance values) between known (sample) 

data, the second vector matrix contains correlations 

(covariance values) between a point being estimated and 

surrounding sample data. This is possible due to a measure of 

spatial continuity called a variogram or semivariogram: 

2

1
2N

1
h)]+z(x)[z(x

(h)
=γ(h) i

N(h)

=i

i             (6)     

where h)]+z(x)[z(x ii   is a spatial increment (h) of the 

attribute z (pollen grains count or percentages). Using this 

relationship, the correlation (variogram value) between the 

unknown sample and known data can be computed based on 

the distance between the point being estimated and the sample 

value. The relationship between the gamma value and 

covariance is then determined from: γ(h) = Cov(0) – Cov(h). 

The kriging weights area are computed from the following 

matrices, as mentioned above: 
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The μ is the Lagrange parameter that is necessary for solving 

the system of linear equations. After the kriging weights are 

determined, they are substituted into the ordinary kriging 

estimator. Hence, the prediction of values in an unsampled 

location only require a knowledge of the variogram model and 

the distance between the sample as well as any location in the 

studied area. 

 

III. DETERMINING FACTORS 

 
The mapping of pollen distribution patterns permits the 

visualization of the pollen continuous surfaces across any 

region in North America. These maps reveal the existence of 

pollen patterns on the ground that would otherwise be 

invisible to the naked eye. Once the pollen distribution 

patterns are known, we can expect similar quantities of pollen 

to enter the human breathing system or ecosystems as well as 

being trapped on clothing, shoes, or on any used material 

objects. Additional examples where pollen is found are motor 

vehicles (air filters), cell phones, or laptop computers. 
Examples of pollen distribution patterns that were created 

using kriging are portrayed in figures 1and 3.  The comparison 

of spatial distributions of pine and Cheno-Ams pollen reveals 

the existence of opposite spatial patterns. The pine pollen 

distribution tends to be eccentric while the cheno-ams pollen 
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 is concentric. The reason for the existence of both patterns 

lies, to a large extent but not entirely, to the distribution 

pattern of the plant source material. 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1 Spatial distribution of pine pollen (top) and 

Cheno-Ams (bottom).  

 

Therefore, the mapping of landuse and landcover using 

satellite imagery is also an essential part of this process. 

Figure 2, indicates that evergreen forests grow on the rim of 

the Columbia Basin while shrubs and grasses tend to occupy 

the interior part of the basin, even though they are not exactly 

in the central part. Therefore, one of the goals is to establish a 

more nearly accurate relationship between dispersed pollen on 

the ground and the plant sources. This would allow for the 

prediction of pollen distributional patterns without having to 

collect and analyze control samples of pollen data collected 

from ground locations. It is also worth noticing that minimum 

amounts of pine pollen are located in the western part of the 

Columbia Basin despite there still being a significant strip of 

pine source plants. In addition, the large accumulation of 

Cheno-Ams pollen in the central section does not directly 

follow the distribution of plant source material, but rather 

follows the surface geomorphology that was created by local 

hydrological features during the late Pleistocene. An 

interesting result is seen when we compare the next two maps 

(Fig. 3). The pollen distribution of Alnus glutinosa (broadleaf       

alder) and Poaceae (grass pollen) repeats the same pattern as 

seen in Figure 1. Similarly to the previous distribution, the 

“forest” pollen type forms an eccentric pattern while grass 

pollen (on the right) appears in a concentric pattern. The large 

amounts of Alnus pollen in the western area does not directly 

correspond to the plant source distribution as seen in the case 

of pine pollen.     
 

 
Fig. 2 distribution of pollen sources  

 

  

  

   

 

 

 

 

 

 

  

Fig. 3 distribution of Alnus pollen (top) and grass (bottom) 

 

The matching pollen spatial distribution patterns with source 

plants is a complex process, and additional information is 

needed to develop a better understanding of factors that 

control the distribution of pollen on the ground. The factor  
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Table 1. Factor loadings and variables 

 

analysis (FA) took into account bioclimatic features, pollen, 

and elevation data for each of the 129 geographic locations in 

Columbia Basin. From the analysis of forty-four pollen data, 

sixty- nine bioclimatic variables, and elevation, a group of 
twenty-one variables was selected using the principal 

component analysis. The final analyses of twenty-one 

variables were reduced into five major factors deemed the 

most influential for the current distribution of pollen in 

Columbia Basin. These variables created five main factors that  

 

 

 

represent the most influential underlying forces controlling 

spatial distribution of pollen. Overall, these five factors were 

able to describe 77% of the variation in the data. Table 1 

shows the results of factor analysis after varimax rotation. The 

shaded cells indicate the highest significance of variables in a 

factor (factor loadings). Communality (the proportion of the 

variation in a particular variable explained by all five factors) 

indicate that bioclimatic variables fit better to the model. The 

average communality value for bioclimatic variables is 0.88 

while the corresponding parameter for pollen variables is  

Variable F1 F2 F3 F4 F5 
Communality h2 

VAR8 pjanpann  0.353 -0.338 -0.678  0.816 

VAR5 chill 0.437  -0.502 0.633  0.905 

VAR9 pjulpann    0.884  0.836 

VAR10 smam  0.937    0.904 

VAR11 sdjf 0.350 0.823    0.916 

VAR4 tmin -0.341 -0.692 0.308 -0.454  0.896 

VAR1 tjul -0.507 -0.435 0.489 -0.460  0.911 

VAR3 pjul 0.739 0.394  0.460  0.951 

VAR6 aaetpt 0.812 0.407    0.840 

VAR7 totsnopt 0.844  -0.322   0.901 

VAR2 pfeb 0.889     0.889 

VAR12 ELEVATION 0.452 0.376 -0.439 0.625  0.931 

VAR13 PINUSX 0.796     0.659 

VAR21 OSTPEL+ 0.500  -0.383   0.410 

VAR14 ARTEMISIA -0.581 -0.465    0.658 

VAR16 CHENOAMX -0.418 -0.410 0.489   0.621 

VAR15 POACEAE  -0.347 0.649   0.609 

VAR17 ASTERX   0.694   0.553 

VAR19 AMBROSIA   0.746   0.701 

VAR18 ALNUSX 0.310    -0.589 0.550 

VAR20 PICEAX     0.801 0.719 

Variance 5.323 3.563 3.230 2.877 1.184 16.177 

Proceedings of the 2014 International Conference on Power Systems, Energy, Environment

ISBN: 978-1-61804-221-7 101



significantly lower at 0.61. Hence, there is more spatial 

continuity in bioclimatic variables than in pollen variables. 

The results from the factor analysis indicate that the first 

factor is the most influential and explains 25.35% of the 

variance in these data. This factor strongly ties together 

bioclimatic variables that are associated with a cooler 

environment, such as precipitation in February, total snow 

cover, pine pollen amounts, elevation, actual 

evapotranspiration in one group (positive loadings values) 

along with average temperatures in July, Cheno-Ams pollen, 

Artemisia pollen (negative loadings) – characteristics of a 

warmer environment.  Therefore the underlying factor that ties 

all variables together and controls the pollen distribution is 

geomorphology; the basin consists of a cooler, moist rim area 

and a warmer, drier interior.  

    The second factor is clearly represented by the length of 

sunlight that appears to be a dominating factor controlling the 

environment and pollen distribution. The variable, the mean 

length of sunshine in the months of March, April, May and the 

mean length of sunshine for December, January and February 

indicate the highest factor loadings values. As can be seen 

from the data in Table 1, the second factor explains almost 17 

% of the variations in the data.  

    The third factor combines grass pollen, Cheno-Ams, 

Ambrosia, and Aster pollen which survive in drier climates 

with a total snow cover, chill factor, and precipitation in 

January. Therefore, the third factor underlines the significance 

of Ambrosia and Aster pollen production and moisture. Its 

power of explanation is on the same level as the previous one. 

All three factors explain more than half of the variation in the 

data (almost 60%).  Hence, the last two factors have a much 

smaller meaning.  

    The fourth factor combines the elevation with climatic 

variables; it emphasizes the role of precipitation is the summer 

especially in July. The high negative value of precipitation in 

January confirms that summer precipitation is the main factor 

causing distribution of pollen in the Columbia Basin. The 

significance of elevation is also notable; it makes sense to 

combine elevation parameter with precipitation in July. 

During this period orographic uplift of air mass from Pacific 

Ocean cause increase in precipitation.          

    The fifth factor points out the significance of local 

conditions. It is not associated with production of Picea pollen 

and to some extent also pollen from Alnus. There is no 

correlation with other pollen or climatic variables. Therefore, 

this factor represents mountainous influence exacerbated with 

pollen production from Picea.  

 

IV.  REGIONALIZATION  

 

    The next step in this research is determine types of regions 

that are quasi homogeneous with respect to environmental 

conditions. It consists of the computation of factors scores and 

the grouping of 129 geographic locations into regions that 

exhibit similar characteristics based on factor scores. Table 2 

contains the average factor scores.  Factor scores were 

computed for each variable and then grouped based on 

similarity. Factor scores are the linear combination of factor 

weights (loadings) and variables. After obtaining the factor 

score, geographic regionalization was developed based on 

cluster analysis and Ward’s Method [5] and [6]. This process 

creates the categorization of geographic locations (129) into 

optimal number of regions that indicate similar properties, and 

it maximizes the differences between regional types. As Table 

2 indicates, the first regional type is represented by high 

average factor scores, especially factors 1, 2 and 3 (FS1, FS2, 

FS3) play significant roles.  
 

     

 

Fig. 4 region type 1 (top)  and region type 2 (bottom) 

 

    Because factor 4, has no pollen variables, it is excluded 

from the regionalization process.  Region type 1 comprises 38 

geographic location in the Columbia Basin; the most 

influential is FS2 whose factor scores range from 0.78 to 1.83 

(mean value 1.289). As mentioned previously, it consists of 

variables that measure the length of incoming solar radiation 

during the months of March, April, and May as well as 

December, January, and February. Factor scores FS3 indicate 

the same mean values; however, the values have a negative 

sign. This factor is mostly represented by variables such as 

chill, elevation, and pollen grains from rare plant sources or 

the least productive plants in the region. The mean factor 
score (FS1) is above 1.0; it is computed by averaging the 
individual factor scores of bioclimatic variables such as the 

precipitation in July (pjul), total snow cover (totsnopt), 

precipitation in February (pfeb), actual evapotranspiration 

(aaetpt), pine pollen and elevation. The synthesis of all these 

scores, variables, and factors leads to the conclusion that this 
first type of region indicates mountainous characteristics. 
When we compare the spatial distribution of the first and the 
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second factor scores, we observe similarities, i.e. the negative  

factor scores exist in the central part of the basin, and their 

values increase symmetrically towards the basin rim. 

However, spatial pattern in both cases is diametrically 

different. The factor scores in region 2 are predominantly 

generated by grass pollen, Artemisia, Cheno-Ams - all herbs 

and shrubs that can survive in dry conditions.  This significant 

role also indicates July temperatures and the minimum annual 

temperature.  The average factor scores of this regional type 

are lower.  
 

Reg. 

type 

Average factor scores 

% 

FS1 FS2 FS3 FS5 

5 0.690 0.451 -0.439 -1.861 9.30 

1 1.104 1.289 -1.284 -0.236 29.46 

3 0.045 -0.179 0.153 0.267 19.38 

2 -0.890 -0.837 0.869 -0.302 21.71 

4 -1.041 -1.015 0.995 1.257 20.16 

 

Tab. 2 regional types and factor scores 

 

 Region type 3 comprises 25 geographic sample locations 

which represents 19.38% of the total (129).  As can be seen 

from Table 2, all factor scores are significantly lower in 

comparison to the previous region types. Therefore, this 

region indicates less dependency on external conditions such 

as bioclimatic variables or geomorphology. Figure 5 exhibits 

the spatial distribution of factor scores in region types 4 and 5. 

Both regions are very different in their structural content.   

    Region type 4 shows low values of factors 1 and 2 with a 

high (1.257) of factor five. Overall, all factors play significant 

roles in this region while in region type 5, there are extreme 

differences in factor scores; FS5 indicates the most extreme 

value from all factor scores (-1.861). The most influential 

variable is Picea pollen, and this region is cooler and wetter. 

The second dominant is Alnus pollen; the parameter has a 

negative sign, which confirms the existence of cooler and 

wetter condition. This regional type comprises 12 geographic 

location (9.3%). The spatial distribution of factor scores 

between both regions is significantly different. Region 4 

preserves a typical concentric pattern while region type 5 

indicates a more irregular pattern.  

 

I. CONCLUSION 

    The spatial patterns of pollen distribution and accumulation 

on the ground depict the environmental processes that control 

airborne pollen transport and deposition. In addition, this 

research contributes to developing numerous applications for 

studying biodiversity, the occurrence of allergies, and 

forensics. Geostatistical methods are suitable for predicting 

pollen in usnampled locations. The amount of pollen grains 

from each individual plant must be predicted in every place 

with high accuracy; it results in obtaining distribution patterns. 

  
Fig. 5 region type 4 (top)  and 5 (bottom)  
 

    The spatial patterns of pollen distribution and accumulation 

on the ground depict the environmental processes that control 

airborne pollen transport and deposition.  In addition, this 

research contributes to developing numerous application 

models for studying biodiversity, the occurrence of allergies, 

and forensics. The amount of pollen grains from each 

individual plant must be predicted in every place with high 

accuracy.  

    Factor analysis is a complex method that contributed to this 

research in the understanding of the natural environment as 

well as the factors that control the distribution of pollen in the 

Columbia Basin, an area representing a diverse geomorphic 

region with a dry climate. Perhaps the most important step in 

the future would be to develop an effective model that 

correlates the spatial distribution of pollen quantities to its 

source plants so that no sampling in the terrain would be 

necessary. Delineating the study area into four complex 

regions is another significant contribution of this project. To 

our knowledge, there is no current study in scientific literature 

that has developed geographic regions using complex 

environmental criteria that brings together bioclimatic and 

geomorphic environmental characteristics with pollen 

distribution patterns. The existence of four factor scores 

demonstrates the significant variability in the Columbia Basin 

and its complexity in terms of relationship between quantities 

of pollen grains and environment of the studied area
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APPENDIX 

 

Complete list of variables 

 

 PINUSX (Pinus - Pine /nigra, sylvestris);  

ARTEMISIA (Artemisia - Sagebrush, Wormwood); 

POACEAE (Poaceae - Grass /angustifolia, annua, pratensis);  

CHENOAMX (Chenopodiaceae/Amaranthaceae - 

Goosefoot/Pigweed Families);  

ASTERX (Asteraceae - Daisy tribe);  

ALNUSX (Alnus - Alder );  

AMBROSIA (Ambrosia - Ragweed);  

PICEAX (Picea – Spruce);  

RESID (represents the rest of the pollen data that contain 

smaller counts of pollen garins. The most important pollen is 

ABIES (Abies – Fir) representing 27.31% of pollen grains in 

this category, LARIXPSEU (Larix/Pseudotsuga - 

Larch/Douglas Fir) 16,44%, CYPERACE (Cyperaceae – 

Sedge) 15,89%, CUPRESSA (Cupressaceae - Cedar Family) 

14,95%, TSUGAX (Tsuga - Hemlock unifferentiated)  7,64%, 

BETULA (Betula – Birch) 4,40%, PINDIPLO (Pinus 

diploxylon - Hard Pines, 4,21%.  

The twenty nine plant sources of pollen  indicating smaller 

amount of grains (less than 80) were excluded from further 

analysis.  

The data were transormed to conform normal distribution 

requirement.  

 

3.2. Climate and bioclimate variable. 

The thirty six variables were tested using factor analys: 

t [jan]…[dec] - mean monthly temperature in °C in month 

[January]…[December]); 

p [jan]…[dec] mean monthly precipitation in mm; 

s [jan]…[dec] mean monthly percent possible sunshine (no 

clouds);   

The factor analysis indicated tha tjul, pfeb, pjul were relevant.  

The second set ov variables was represented by thirty three 

more complex variables:  

tave - average annual temperature;  

tmax -  maximum temperature;  

tmin – minimum temperature; 

gdd0 - growing-degree days, 0 
0
C base;  

gdd5 - growing-degree days, 5 
0
C base;  

chill - chilling requirement (number of days when pseudo-

daily temperature was below 5
0
C);  

mtco - mean temperature of the coldest month of the year (not 

the absolute minimum temperature);  

mtwa - mean temperature of the warmest month of the year 

(not the absolute maximum temperature);  

mipt - Priestley-Taylor (alpha) parameter (AE/PE);  

aaetpt - actual evapotranspiration (AE);  

apetpt - potential evapotranspiration (PE);  

miptev - alpha calculated for the evergreen pft assimilation 

period (days when the pseudo-daily temperature > -4 
0
C);  

aaetptev - AE calculated for the evergreen pft assimilation 

period;  

apetptev - PE calculated for the evergreen pft assimilation 

period;  

miptdc - Annual Priestly-Taylor moisture index (alpha) for 

deciduous assimilation period (when pseduo-daily 

temperatures are greater than 5
0
C and are calculated using 

Cramer & Prentice approach);  

aaetptdc - Annual actual evapotraspiration for deciduous 

assimilation period (when pseduo-daily temperatures are 

greater than 5 
0
C and calculated using Cramer & Prentice 

approach);  

apetptdc -Annual potential evapotranspiration for deciduous 

assimilation period (when pseduo-daily temperatures are 

greater than 5 
0
C and calculated using Cramer & Prentice 

approach);  

totsnopt - total snow-water equivalent from bucket model 

(computed);  

annp - total annual precipitation;  

pjanpann – ratio January/Annual precipitation ratio;  

pjulpann - July/Annual precipitation ratio;  

tmam - Mean temperature for March, April, May;  

tjja - Mean temperature for June, July, August;  

tson - Mean temperature for September, October, November;  

tdjf - Mean temperature for December, January, February;  

pmam - Mean precipitation for March, April, May;  

pjja - Mean precipitation for June, July, August;  

pson - Mean precipitation for September, October, November;  

pdjf - Mean precipitation for December, January, February;  

smam - Mean sunshine for March, April, May;  

sjja - Mean sunshine for June, July, August;  

sson - Mean sunshine for September, October, November;  

sdjf - Mean sunshine for December, January, February.  
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Abstract—This paper outlines the development process of an 

energy management model, the Brokerage Agent Front-End 
application (BAF) for Android smart phone devices. This application 
is addressed to end users who consume and produce energy from any 
type of source such as photovoltaic panels and wind turbines. The 
application is a front-end illustration of data from smart meters that 
enables the user to achieve a more efficient energy management. 
Moreover, this paper analyses the technical issues that were 
considered in order to reuse the code created for the Brokerage Agent 
Front-End web application [12] and the additional implementation 
activities needed for the native Android application.  
 

I. INTRODUCTION 
HE initial approach was to investigate whether the code 
from the BAF web application [12] could be used also for 

the Android version. Although Android technology fully 
supports RESTful web services and Google protocol buffers, 
additional classes had to be written in order to be fully 
functional. Then, the user interface requirements had to be 
considered during the design process. The limited screen size 
of the Android smart phone mandated the rendering of 
graphical charts in a landscape format rather than portrait. The 
following paragraphs analyze the research that took place in 
order to investigate the technical requirements, presenting the 
functionalities provided by the BAF Android native 
application to the standard prosumer user (is defined from 
words producer and consumer).  

II. TECHNICAL REQUIREMENTS 
The paradigm of smartphone applications, like that of the 

BAF for Android, poses a number of additional challenges to 
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the ones of the initial web-based application. The first thing 
that had to be evaluated was whether the web-based 
application was fully functional in the smartphones’ browsers. 
The Android application had to be able to serialize/deserialize 
Google Protocol Buffer (GPB) messages and send/receive 
them through a secure RESTful communication channel. 
Additionally, time-based energy data should support the end-
user’s timezone as selected in the Android device. The 
Android devices used for evaluation were HTC Sensation 
Z710e, Samsung Galaxy S3 and Sony Ericsson XPERIA X10 
mini E10i.  

A. JSF 2.0 application compatibility 
After the research that took place during the design of the 

BAF web-based application, the JSF 2.0 implementation 
selected was the open-source Mojarra 2.0.3 provided by 
Oracle [2]. In addition, the PrimeFaces 3.0.M1 for JSF was 
used as component suite library [3] for the composite UI 
elements. The application server used to deploy the web 
application was Apache Tomcat 6.0. Finally, the chart 
component used to visualize the smart meter’s historical data 
was Flot 0.7 [1] which is an HTML 5 component controlled 
with JavaScript through JQuery. 

The optimum scenario would be that the web application 
could run as it is on the smartphones’ web browsers. 
Unfortunately, this was not succeeded. During the evaluation 
on HTC Sensation Z710e and Samsung Galaxy S3 certain 
HTML rendering errors occurred along with the inability to 
select time slot in the Marketplace’s chart. Android 
applications introduce new semantics in human-machine 
interaction [6] and those were not taken under consideration 
during the implementation of the web based application. For 
instance, in the web-based application selecting a time period 
in the chart’s graph was simply a “mouse-down, drag, mouse-
up” sequence.  However, in smartphones’ web browsers this 
procedure corresponds to the panning of the browser window, 
so an essential piece of functionality was not available in the 
smartphones. In the case of Sony Ericsson XPERIA X10 mini 
E10i the situation was even worse since the browser was 
complaining with parsing errors and could not launch the 
application at all. 

Following the feedback acquired from the evaluation of the 
web-based application in these devices, it has been decided 
that a native Android application should be implemented for 
the smartphone version of the BAF application.  

Android Application Front-end for an  
Energy Brokerage Agent 
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B. Reuse of existing code 
Having to re-implement the whole application for the 

Android platform was initially a large frustration. However, a 
rather pleasant surprise came up very early in the design phase 
of the Android application. It seems that the use of JSF, and 
inherently the Java platform, bridged a large percentage of the 
gap between the web-based and the native Android 
application, since Android development means Java 
development. The design of the initial web-based application 
was as follows: the JSF front-end was communicating with the 
JSF back-end using the specific JSF semantics and the JSF 
back-end was consuming a secure RESTful web service that 
provided user authentication and energy data using a Java 
client, specifically the Jersey open source JAX-RS (JSR 311) 
reference implementation [7]. GPB messages were transmitted 
over this communication channel. So, for the Android version 
of the application, the only thing that needed to be replaced 
was the JSF front/back-end with that of the native Android 
application front-end, including Intents, Layouts, Dialogs and 
graphical components. The whole design stack and the 
reusable elements are presented in the following figure. 

 
 

Fig. 1 BAF application design stack and reused components 
  

C. Reusable components integration 
Re-using the parts of code that used the Jersey client to 

consume the RESTful web services was a big advantage in the 
design and implementation of the Android BAF application. 
However even following this path obstacles were faced. 
During the first tests with the Jersey client, a number of 

“NullPointerException” errors occurred during run-time. 
Jersey client was designed for desktop and server applications, 
so an official Android port did not yet exist. Jersey has to read 
a file located at “META-INF/services/” location in order to 
operate correctly. However, the Android platform compiles all 
application files to Dalvik Virtual Machine specific bytecode 
and there is no way to reference internal application files by 
location. Implementing a Jersey client version for Android was 
out of scope for the NOBEL European funded research project 
[5]. Hopefully, a less time-consuming solution could be 
employed by providing a custom ServiceIteratorProvider 
instance to the client’s ServiceFinder [8]. 

Serialization and deserialization of GPB messages operated 
with no additional effort for the Android application. 
Additionally, timezone support mechanisms incorporated in 
the web-based application were also used intact by feeding 
them the timezone that the user has selected in the Android 
platform. 

III. USER INTERFACE REQUIREMENTS 
Apart from the technical challenges that are introduced 

when porting a web-based application to a smartphone 
platform, another important point arises; that of user interface 
design and interaction paradigm shift. 

A. Smartphone device use case 
The first notable difference when comparing an application 

targeting desktop machines and one that is designed for 
smartphones is that of the screen size difference. Small screens 
on smartphones enforce a total redesign of the Human 
Machine Interaction (HMI) protocol. This was very easily 
observed when evaluating the web-based application on the 
HTC Sensation Z710e device and Samsung S3. Both 
smartphones have a rather large screen for a handheld device, 
4.3 inches. Even in that size, interacting with the web 
application using the touch screen was rather cumbersome. 
Text size was too small and interaction cues, such as buttons 
and drop-down menus, were difficult to be clicked. When the 
user zoomed in order to easily read text and press buttons, 
he/she had to constantly pan to all directions to follow the 
application flow. It looks like a web application designed for 
desktop screens, without any provision for small-screen 
devices, is impossible to be used in a smartphone. Considering 
that, it can be argued that the only components that could be 
reused in the Android application were the ones that were 
actually reused. The JSF front-end should have been 
redesigned for small-screen devices and the back-end should 
have to be altered. 

Another important thing in Android applications is that of 
the orientation support. Most smartphones’ screen aspect ratio 
demands for different components layout in portrait and 
landscape view. Orientation support has been implemented in 
the BAF Android application by using the built-in mechanisms 
provided by the Android SDK. 

Limitations in screen’s real estate enforce a new way of 
thinking the user input too. Navigation and action cues are 
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replaced by means of haptic input [9, 10]. Since there is not 
much screen to place many buttons, links, sliders etc, user 
input is captured in gestures and special screen touches. In the 
BAF application for Android a back gesture has been 
implemented for navigating to the previous screen, apart from 
using the home button. In addition, long clicks, dragging and 
sliding have been used for interacting with the graph charts. 
These means of user input may puzzle someone used to 
traditional desktop applications at first. In a small period 
though they become intuitive and in some cases more user-
friendly than the traditional ones. 

B. Android Charting tool 
The specifications of the BAF application contain the ability 

to draw several types of graphs in order to present information 
to the user about energy values, orders etc. These requirements 
are not less than those of the web-application. The charting 
tools evaluated were the following: 
1) Google Chart Tools 
2) AchartEngine 
3) ChartDroid 
4) AndroidPlot 
5) aiCharts 
6) GraphView 
7) RChart 
8) TeeChart 

 
None of the evaluated tools supported interactive charts. 

An essential element that needed to be supported was that of 
selecting time periods in the Marketplace. Such a feature was 
not available in any of the tools. Finally, considering the BAF 
application requirements and based on a cost/value basis, the 
RChart library for Android [11] has been selected. This library 
supported most of the functionality that the BAF application 
needs for displaying charts. It had some infrastructure 
available for selecting time-periods but did not support 
panning and zooming. Hopefully, the source code of this tool 
was open, so it has been extended rather easily in order to 
support pan/zoom and selecting time periods. 

 
Fig.  1 pan/zoom and selected time period 

IV. SUPPORTED FUNCTIONALITY 
The current version of the BAF application for Android 

supports the following pieces of functionality: 

1) Monitoring of historical and statistical data about 
consumption/production. 

2) Prediction of future consumption/production of a single 
smart meter. 

3) User profile and device profile management. 
4) Marketplace where the user can sell or buy excess of 

energy. 
5) User authentication/authorization. 
6) Internationalization. 
7) User input validation. 

 
Initially, the user is presented with the login screen. 

 
Fig. 2 login screen 

 
Upon successful login the main application menu is loaded. 

 
Fig. 3 main menu 

 
Here the user can select the various operations provided by 

the BAF application. Clicking the “Monitoring” button leads 
to the screen where user selects device and time period to 
monitor.  
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Fig. 4 monitoring options 

 
Selecting “Monitor” presents the chart graph with the 

energy production and consumption data fetched over the 
RESTful Web Service. 

 
Fig. 5 Monitoring data for last week 

 
Monitoring is allowed only for past dates since it fetches 

historical data from real devices. On the other hand, the 
prediction service is only allowed for future dates since it 
provides an estimation of the energy consumption and 
production for a specific date in the future. 

 
Fig. 6 prediction options 

 
After specifying device and date, clicking “Predict” fetches 

prediction data and draws the prediction graph for the selected 
date. 
 

 

 
Fig. 7 prediction graph 

 
In the Marketplace scenario the application flow starts 

exactly as the Prediction service; user fetches prediction data 
for a future date. However, it continues providing two 
additional steps of interaction. The user can select a time 
period and view the amount of energy that he/she can buy/sell. 
For instance, in the following figure the user has selected time 
from 12:00 to 14:00 and can observe that he/she has an excess 
of 2744 Wh of energy which he/she can sell. 

 
Fig. 8 marketplace time period selection 

 
By clicking the “Buy/Sell” button the user is presented with 

a set of options that he/she can set in order to complete his/her 
order. 

 
Fig. 9 marketplace order options 
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Specifically, the user can select the percentage of energy 
that he/she wishes to buy/sell and the price to which he/she 
will place the bid in the marketplace. By clicking “Place 
Order” the user is prompted to confirm his/her order prior to 
communicating with the RESTful web service. 

 
Fig. 10 order confirmation 

 
In the “Management” screen the user is able to view his/her 

user and device profile. 

 
Fig. 11 customer profile 

 

 
Fig. 12 smart meter profile 

 
Another feature that has been implemented is the support of 

multiple languages. The following languages are supported: 
1) English 
2) Spanish 
3) Spanish (Valencian) 

4) Greek 
5) German 
6) Swedish 

 
Below, the login screen of the application in the Spanish 

language is illustrated. 

 
Fig 13 login screen in Spanish language 

 
Finally, the built-in mechanisms of the Android platform 

were used for validating user input. 

 
Fig. 14 user input validation 

V. FUTURE WORK 
An important issue that arose during the design and 

implementation of the BAF application for Android platform 
was how a web-application design can target to smartphone 
devices. The combination of JSF design for desktop 
application and native Android application may be challenging 
under the umbrella of Java, however a better solution would be 
to implement a smartphone-ready web application by simply  
redesigning the JSF front-end only. 

Currently, a certain feature is missing from the Android 
application, compared to the web-based version; that of 
displaying the user’s orders in a tabular view. Presenting 
information in tables is inappropriate for smartphone screens. 
Certain questions that come up are: how can one present such 
dense information in a small screen? How are multiple charts 
combined in such screens? 
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VI. CONCLUSION 
This paper shows an energy management application on the 

Android OS platform. The user can take advantage of such 
application for power quality monitor in order to reduce cost 
and emissions. Furthermore, a robust energy management 
system on both software (application) and hardware (smart 
meter) layers may provide additional valuable and consistent 
historical data for future investments and savings in specific 
worldwide geographic areas.  

APPENDIX 
The work described in this paper is also available on 

Android Tablets 4.1.x. The Android tablet version was 
evaluated on Samsung Galaxy Tab 2 10’’ device [14]. 
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Abstract— In this paper, impact type A and type B unbalances of 
is investigated for unbalanced radial distribution system. The 
results are determined for voltage profile, total power losses, cost 
of energy loss and voltage stability index (VSI). The main 
contribution of the paper is: identifying the closeness of critical 
bus from the voltage collapse point of view in ubrds, (ii) the most 
sensitive bus in terms of voltage stability is determined under 
these unbalanced scenarios, (iii) investigation of the the impact of 
time varying load with realistic load model, (iv) the impact of load 
growth with realistic load model as ZIP load model. The analysis 
is carried out on 25 bus ubrds. 
 

Keywords:  Unbalanced radial distribution systems, voltage 
stability index, load model, and load growth. 

I. INTRODUCTION 
With the competitive electricity market structure which \has 
been adopted world- wide, the issues of security and stability 
has become of serious concerns for secure operation of the 
system. High penetration of emerging new and renewable 
energy sources in both distribution and transmission systems 
pose a great challenge in terms of voltage stability of a system. 
Issues of voltage stability problems have been reported 
worldwide [1]. A fast and accurate voltage stability index (VSI) 
is needed to help monitoring the system condition. Currently, 
most electrical power systems operate very close to their 
stability limits and it is crucial to keep both efficiency and 
security at appropriate levels [2]. An accurate knowledge of 
how far the current system’s operating point is from the voltage 
instability limit is crucial to system operators. It needs to be 
assessed with sudden change in system loading [3].  The 
methods reported by many authors referred in [4-12] and [13-
16] have been adopted for the voltage stability analysis of 
radial balanced and unbalanced distribution systems. Haque [4] 
proposed a fast method to determine the voltage stability limit 
of power system. Analytical approach to voltage collapse 
proximity determination, stability indices are proposed for 
radial networks [5-10]. A new static voltage stability index of a 
RDS was developed by Hamada et al., to faithfully evaluate the 
severity of the loading situation, thereby predicting for voltage 
instability at definite load value [11]. Authors proposed a new 
VSI for all the buses for radial distribution networks using the 
catastrophe theory [12].  Investigation of different load models 
on voltage stability of unbalanced radial distribution system is 
presented by Gunalan, et al. in [13]. Xiao Ping Zhang, et al. 
proposed a CPFlow approach for voltage stability analysis of 
unbalanced three-phase power systems in [14]. Authors 

proposed voltage stability analysis for unbalanced radial 
distribution systems in [15-16]. 

To study the system in a more realistic way, the different 
load models along with load curve variations must be 
considered. The time varying load models impact needs to be 
addressed for voltage stability analysis in unbalanced 
distribution network. Radial distribution networks comprise of 
loads like industrial, commercial, residential and lightning 
loads are generally weak in nature because of high resistance to 
reactance ratio. Each of these loads is at its maximum at 
different times of the day and this may cause feeder 
overloading which may result in voltage collapse.  A little 
attention on the voltage stability analysis of unbalanced radial 
distribution network under time invariant load conditions has 
been given. 
In this paper, the analyses has been carried out taking 
dependence of voltage stability on the load unbalance and load 
growth scenario. The system performance has been evaluated 
for 24 hours seasonal (winter) load curve variation. The main 
contribution of the paper is: (i) Analysis of unbalanced radial 
distribution network with load growth and seasonal load 
variations, (ii) Impact of type A and type B unbalances in ubrds 
with load growth and seasonal load variations, (iii) impact of 
unbalances, ZIP load model, load variation, and load growth on 
voltage stability index, (iv) total power losses, voltage profiles 
and VSI, and cost of energy loss are determined. The results 
have been obtained for unbalanced distribution network of 25 
buses [20].  
 

II. ANALYSIS OF UNBALANCED DISTRIBUTION SYSTEM 
UNDER TYPE A AND B UNBALANCE [18] 

Unbalance Type A: Initially the overall network load is 
balanced for the three phases. Subsequently, a percentage of the 
c-phase load is increased, while the same value is decreased in 
phase b. In this way, the total network load remains constant 
under type A unbalance scenario. The new three-phase loads in 
type A unbalance operation become as follows: 

௔ܮܵ ൌ  ௔ܮܵ
௕ܮܵ ൌ ௕ܮܵ כ ሺ1 െ  ሻܾݑ݈
௖ܮܵ ൌ ௖ܮܵ כ ሺ1 ൅  ሻܾݑ݈

Unbalance Type B: A percentage of the load of phase b is 
decreased, while the decrease taken is twice this value in phase 
c. This kind of unbalance reduces the total network load under 
type B unbalanced scenario. The new three-phase loads in type 
B unbalance operation become as follows: 

Proceedings of the 2014 International Conference on Power Systems, Energy, Environment

ISBN: 978-1-61804-221-7 111



௔ܮܵ ൌ  ௔ܮܵ
௕ܮܵ ൌ ௕ܮܵ כ ሺ1 െ  ሻܾݑ݈

௖ܮܵ ൌ ௖ܮܵ כ ሺ1 െ 2 כ  ሻܾݑ݈
Where, 
 lub is the load unbalance factor which determines unbalance in 
the loads at all nodes in the study system, lub = 0.0 represents 
the balanced system base case study. In this paper work lub is 
taken as 20%. The objective of this section is to study the 
system behavior under type A and type B unbalance. In the 
type A unbalance system load in a-phase remains same, but in 
c-phase it is increasing and in b-phase it decreasing. Due to 
increased load demand, voltage magnitudes will decrease and 
total power losses also increase in phase c. Due to decreased 
load demand, voltage magnitudes will increase and total power 
losses also decrease in phase b. In the type B unbalance the 
decrement in c-phase load is twice that of decrement in phase-
b. Due to decreased load demand, voltage magnitudes will 
increase and total power losses also decrease in phase b and c. 
However the decrement in total power losses and improvement 
in voltage is more in phase c than phase b. The main objective 
of this section is to study the effect of the system unbalance on 
system performance at different unbalance scenarios. 
 

 Case 0 Case 1 Case 2 
unbalance 0% 20% of type A 20% of type B 

    

III. VOLTAGE STABILITY INDEX (VSI) 
The voltage stability index is a parameter that identifies the 

nodes which are near to voltage collapse. The node with small 
voltage stability indices are called weak nodes and these should 
be reinforced with the support of reactive power. The best 
location for reactive power compensation to improve voltage 
stability margins is the weakest bus in the network. Therefore, 
the best locations to install compensation devices for voltage 
stability enhancement are the buses with the minimum voltage 
stability index. Unbalanced operation of distribution networks 
significantly decreases the voltage stability margins. This 
analysis will help researchers to identify the weakest bus for 
voltage stability enhancement under unbalance scenarios. 

In this paper, voltage stability margin is calculated for time 
variant realistic ZIP load model. Type A and type B load 
unbalances are considered while calculating VSI. Also the 
impact of load growth on voltage stability indices is 
determined. Voltage stability index [11] is determined for each 
bus using Eq. (1) and the bus with minimum VSI is determined. 
VSI of each bus is a number between 0 and 1. 
ሺ݅ሻ൯݁ݎ൫ܫܵ ൌ ܸ൫݁ݏሺ݅ሻ൯ସ െ 4൫ܲሺ݅ሻݔሺ݅ሻ െ ܳሺܫሻݎሺ݅ሻ൯ଶ െ
4ሺܸሺ݁ݏሺ݅ሻሻଶ൫ܲሺ݅ሻݎሺ݅ሻ ൅ ܳሺ݅ሻݔሺ݅ሻ൯                            (1) 
݅ ݎ݋݂                                    ൌ 1,2, . .   ݏ݁ݏݑܾ ݂݋ ݎܾ݁݉ݑܰ
Where, 
ܲ = is the sum of the real power loads of all the nodes beyond 
each node , plus the real power load at each node  itself, plus 
the sum of real power losses of all branches beyond each node.  
ܳ =  is the sum of the reactive power loads of all the nodes 
beyond each node , plus the reactive  power load at each node  

itself, plus the sum of reactive power losses of all branches 
beyond each node. 
Cost of Energy Loss (CL): The cost of energy losses [19] has 
been calculated based on the mathematical model represented 
as: The annual cost of energy loss is given by 
CL= (Total Real power Loss)*(ܧ௖ כ 8760) $                         (2) 
 ௖ : Energy rate ($/kWh)ܧ 
Where, ܧ௖ = 0.06 $/kWh 
Model of Load Growth and ZIP load: 
௜݀ܽ݋ܮ ൌ Load ൈ ሺ1 ൅ rareሻ୫                                                 (3) 
rate=annual load growth rate, m= plan period up to which 
feeder can take the load. In this paper work, rate=0.07 and 
m=5. 
Time varying load [20] as a combination of residential, industr-  
al and commercial has been considered. Seasonal (winter) 
variation of load has also been considered taking suitable 
exponential components in the ZIP load model. Let α, β and γ 
the percentages of residential, commercial and industrial load at 
each load node respectively 

 
       ܲ ൌ ௢ܲ ቂα ቀ ௏

௏೚
ቁ

௡೛ೝ
൅ β ቀ ௏

௏೚
ቁ

௡೛೎
൅ γ ቀ ௏

௏೚
ቁ

௡೛೔
ቃ                      (4) 

       ܳ ൌ ܳ௢ሾα ቀ ௏
௏೚

ቁ
௡೜ೝ

൅ β ቀ ௏
௏೚

ቁ
௡೜೎

൅ γ ቀ ௏
௏೚

ቁ
௡೜೔

ሿ                     (5) 

IV. RESULTS AND DISCUSSIONS 
The results have been obtained for Type A and type B 
unbalances and load growth has also been considered to study 
the impact on voltage profile, VSI, losses, and cost of energy 
loss for 25 bus ubrds system. Peak demand occurred at 18th 
hour and minimum peak occurred at 7th hour in a day as shown 
in Fig. 25. A detailed voltage dependent load model has been 
considered for this, and the three categories of loads considered 
are: residential, industrial and commercial. The percentage of 
these loads is also considered as varying with respect to time. 
The plots of voltage profiles and VSI profiles for two types of 
unbalance scenarios considering load growth, with 24 hours 
seasonal (winter) load variation is presented. The voltage and 
VSI profiles are depicted for all three phases. Voltage profiles 
for all three phases without load growth for 24 hours load 
variation are presented in Figs. 1-3, Figs. 7-9 and Figs. 13-15 
for case 0 (no unbalance), case 1 (type A unbalance) and case 2 
(type B unbalance) respectively.  Voltage stability index (VSI) 
profiles for all three phases without load growth for 24 hours 
load variation are presented in Figs. 4-6, Figs. 10-12 and Figs. 
16-19 for case 0 (no unbalance), case 1 (type A unbalance) and 
case 2 (type B unbalance) respectively.  
      It is observed from the figures of voltage profiles that phase 
A voltage is higher in case 1 (type A unbalance), phase B and 
phase C voltage is higher in case 2 (type B unbalance). It is 
observed from the figures of voltage stability index profiles that 
phase A VSI is higher in case 1 (type A unbalance), phase B 
and phase C VSI is higher in case 2 (type B unbalance).  
With the load growth, the real and reactive powers drawn from 
the substation increases since total load increases and thereby 
the losses and cost of energy losses will increase. Minimum bus 
voltage and minimum VSI with load growth is low than 
without load growth.  
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The minimum voltage profile obtained with and without 
load growth is also shown in Fig. 19 and Fig. 21 respectively. 
The minimum VSI profile obtained with and without load 
growth is also shown in Fig. 20 and Fig. 22 respectively.  It is 
observed that the minimum voltage and minimum VSI in phase 
B and C improved in case 2 (type B unbalance). It is observed 
that minimum voltage occurs at bus 12th and VSI is minimum at 
bus 16th. So, 16th bus is the most critical bus in point of voltage 
stability. The total real power loss variation and cost of energy 
loss for 24 hours load variation is shown in Figs. 23-24. 

 
Figure 1. Voltage profile of phase A in case 0  

 
Figure 2. Voltage profile of phase B in case 0 

 
Figure 3. Voltage profile of phase C in case 0 

 

 
Figure 4. VSI profile of phase A in case 0 

 

 
Figure 5. VSI profile of phase B in case 0 
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Figure 6. VSI profile of phase C in case 0 

 
Figure 7. Voltage profile of phase A in case 1 

 

 
Figure 8. Voltage profile of phase B in case 1 

 

 
Figure 9. Voltage profile of phase C in case 1 

 
Figure 10. VSI profile of phase A in case 1 

 

 
Figure 11. VSI profile of phase B in case 1 
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Figure 12. VSI profile of phase C in case 1 

 
Figure 13. Voltage profile of phase A in case 2 

 

 
Figure 14. Voltage profile of phase B in case 2 

 

 
Figure 15. Voltage profile of phase C in case 2 

 
Figure 16. VSI profile of phase A in case 2 

 
 

 
Figure 17. VSI profile of phase B in case 2 
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Figure 18. VSI profile of phase C in case 2 

 

Figure 19. Minimum voltage profile without load growth 
 

Figure 20. Minimum VSI without load growth 
 

Figure 21. Minimum voltage profile with load growth 
 

 
Figure 22. Minimum VSI with load growth 

 
Figure 23. Total real power loss profile with and without load growth 

 
Figure 24. Cost of energy loss with and without load growth. 
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Figure 25. Load curve for 25 bus ubrds with winter load in case 0 

 

V. CONCLUSION 
It is observed from analysis that unbalanced distribution 

network with type B unbalance have better voltage profile, 
lower total power losses and cost of energy losses. If we 
consider the load growth, the real and reactive powers received 
from the substation increases since total load increases, losses 
also increase. Minimum bus voltage with load growth is low 
than without load growth for all load models. However 
minimum bus voltage is better, lower total power losses and 
cost of energy losses in type B unbalance. Voltage stability 
index is found better for type B unbalanced scenario. The 
results show that the unbalance factor is greatly affecting the 
voltage stability index of the study system. 
This study will help for the better operation of distribution 
systems taking the impact of types of load unbalance, load 
growth and voltage stability index. VSI will provide planning 
better locations for reactive power sources and better 
management of reactive power deployment. 

ACKNOWLEDGMENT  
This part of the work has been carried out under the project 

SR/S3/EECE/0035/2012 sponsored by SERB, Department of 
Science and Technology, DST, GOI, New Delhi. The author 
acknowledges SERB, DST, GOI, New Delhi for the grant of the 
project. 

REFERENCES 
[1] Sadek, M.Z.E.L., “Prevention of repetitive blackouts in the Egyptian 

power system”. Second Middle East Int. Conf. MEPCON 92, Assiut 
University, Egypt, January, pp. 14–19, 1992. 

[2] S. Sakthivel, D. Mary, and M. Deivarajamani, “Reactive power planning 
for voltage stability limit improvement with FACTS devices in most 
critical contingency condition”, Eur. J. Sci. Res., 2011, vol. 66, no. 3, pp. 
408–420. 

[3] L. A. Ll. Zarate, and C. A. Castro, “Fast computation of security margins 
to voltage collapse based on sensitivity analysis”, IEE Proc., Gener. 
Transm. Distrib., 2006, vol. 153, no. 1, pp. 35–43. 

[4] M. H. Haque, “A fast method for determining the voltage stability limit of 
a power system”, Electric Power Syst. Res., 1995, vol. 32, pp.  35-43. 

[5] F. Gubina, and B. Strmcnik, “A simple approach to voltage stability 
assessment in radial networks”,  IEEE Trans. Power Delivery., 1997, vol. 
12, no. 3, pp. 1121-1128. 

[6] M. Moghavvemi, and M. O. Faruque M, “Technique for assessment of 
voltage stability in ill-conditioned radial distribution network”, IEEE 
Power Eng. Review,2001, pp. 58-60. 

[7] M. Chakravorty, and D. Das, “Voltage stability analysis of radial 
distribution networks”, Electric Power and Energy System, 2001, vol.23, 
pp.129-135. 

[8] A. Augugliaro, L. Dusonchet, and S. Mangione, “Voltage collapse 
proximity indicators for radial distribution networks”, Proc. Ninth Int. 
Conf. Electric Power Quality and Utilization, Barcelona, 2007, pp. 9–11. 

[9] A. Chaturvedi, K. Prasad, and R. Ranjan, “A new voltage stability index 
for radial distribution network”, International Journal of Power and 
Energy Systems, 2006, vol. 26, no. 1, pp.83-88. 

[10] U. Eminoglu, and M. H. Hocaoglu, “A Voltage Stability Index for Radial 
Distribution Networks”, IEEE, UPEC 2007, pp. 408-413. 

[11] M. M. Hamada, A. A. Wahab, and G. A. Hemdan,  “Simple and efficient 
method for steady-state voltage stability assessment of radial distribution 
systems”, Electric Power Syst. Res., 2010, vol. 80, pp. 152-160. 

[12] G.A. Mahmoud, “Voltage stability analysis of radial distribution networks 
using catastrophe theory”, IET Gener. Transm. Distrib., 2012, vol. 6, Iss. 
7, pp. 612–618. 

[13] S. Gunalan,  A. K. Ramasamy, and  R. Verayiah, “Impact of Static Load 
on Voltage Stability of an Unbalanced Distribution System”, IEEE 
International Conference on Power and Energy (PEcon 2010), Nov 29- 
Dec 2, Malaysia, 288-293. 

[14] X. P. Zhang, P. Ju, and E. Handschin, “Continuation Three-Phase Power 
Flow: A Tool for Voltage Stability Analysis of Unbalanced Three-Phase 
Power Systems”, IEEE Transactions on Power Systems, August 2005, 
vol. 20, no. 3, pp. 1320-1329. 

[15] G. Carpinelli, D. Lauria, and P. Varilone, “Voltage stability analysis in 
unbalanced power systems by optimal power flow”, IEE Proc.-Gener. 
Transm. Distrib., May 2006, vol. 153, no. 3, pp. 261-268. 

[16] M. Abdel-Akher, “Voltage stability analysis of unbalanced distribution 
systems using backward/forward sweep load-flow analysis method with 
secant predictor”, IET Gener. Transm. Distrib., 2013, vol. 7, iss. 3, pp. 
309–317.  

[17] L. F. Ochoa, R. M. Ciric, A. P. Feltrin, and G. P. Harrison, “Evaluation of 
distribution system losses due to load unbalance,” 15th PSCC, Liege, 22-
26, August 2005, Session 10, Page 1-4. 

[18] D. Das, “Reactive power compensation for radial distribution network 
using genetic algorithm,” Electric Power Systems Research, 2002, vol. 
24, pp. 573-581. 

[19]  k. Qian, C. Zhou, M. allan, and Y. yuan, “Effect of load models on 
assessment of energy losses in distribution generation planning,” Electric 
Power System Research, 2011, vol. 2, pp. 1243-1250. 

[20] V. Ganesh, S. Sivanagaraju, and T. Ramana, “Feeder Reconfiguration for 
Loss Reduction in Unbalanced Distribution System Using Genetic 
Algorithm”, World Academy of Science, Engineering and Technology 
28, 2009, pp. 745-753.  

0
200
400
600
800

1000
1200
1400

1 3 5 7 9 11 13 15 17 19 21 23

Lo
ad

Time (hrs)

Pla (kW) PLb (kW) PLc (kW)
Qla (kVAr) QLb (kVAr) QLc (kVAr)

Proceedings of the 2014 International Conference on Power Systems, Energy, Environment

ISBN: 978-1-61804-221-7 117



 

 

 

Keywords— Deregulation, renewable energy, restructuring, 
power market.  

 

Abstract— The Indian power sector has undergone significant 
changes since 1990 by opening gateway for the independent power 
producers. Power planning will play an important role in the 
successful power reform. It is essential for India economy growth. 
Only a financially and commercially sound power sector can attract 
new investments. India ranks fifth in the world in total energy 
consumption and needs to accelerate the development of the sector to 
meet its growth aspirations. The electricity market is undergoing a 
tremendous transformation not only in India but throughout the 
world as it move towards a more competitive environment. Five 
different ministries have structurally handled the Indian energy sector 
and power is a concurrent subject of both the central government and 
the states. India had also cross 28 GW milestone installed grid 
connected renewable energy capacity. For renewable development in 
India, the renewable energy program has been in existence for more 
than three decades, but a market for renewable energy technologies 
still need to be exists. The country is aiming to achieve up to 20% of 
additional installed capacity to be set up till 2020 to come from RES. 
In this paper, efforts have been made to summarize the availability, 
demand, shortage, and current assessment of restructured Indian 
power sector & strategies of renewable energy options in Indian 
competitive electricity market. 
 

I. INTRODUCTION 
HE challenge of supplying the nation with reliable, high 
quality electrical energy at a reasonable cost is at the heart 

of a nation's economy. The power sector is a primary mover 
and an effective engine of economic growth. India is a fast 
growing developing economy and has progressed despite the 
challenges on the socio-political front. The country has been 
experiencing 8.5 % GDP growth rate over the last few years 
and to sustain this pace of growth, contribution by power 
sector is substantially important [1]. The power sector in India 
has been regulated and owned for many years by various 
government agencies and organizations. The role and the 
participation of private industry in the Indian power sector has 
been limited and confined to specific areas of small 
jurisdiction and consumer base. Power sector is one of the key 
sectors contributing significantly to the growth of country’s 
economy. Power sector needs a more useful role to be played 
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in defining, formulating and implementing the research 
projects with close involvement of all utilities such that the 
benefit reaches the ultimate consumer. During the past two 
decade’s power sector over worldwide has experienced a rapid 
change in generation, transmission, and distribution system 
[11]. India is in the processing on restructuring in power 
sector. Power planning will play an important role in the 
successful power reform. Presently Indian power industries are 
moving rapidly towards restructuring from fully regulated 
conventional set up. In the modern restructured power 
industry, the role played by generation, transmission and 
distribution in power sector are independent [2]. Main benefits 
obtained from restructuring of power system are, cheaper 
electricity, efficient capacity expansion planning, cost 
minimization, more choice and better service.  
In the deregulated power system, the challenge of congestion 
management for the transmission system operator is to create a 
set of rules that ensure sufficient control over producers and 
consumers (generators and loads) to maintain an acceptable 
level of power system security and reliability in both the short 
term (real-time operations) and the long term (transmission 
and generation construction) while maximizing market 
efficiency [3]. The rules must be robust, because there will be 
many aggressive entities seeking to exploit congestion to 
create market power and increased profits for themselves at the 
expense of market efficiency so that rules should also be fair, 
transparent and clear to all participants in power market [4]. 
 

 
Fig.1 Plan wise groth of Indian power sector  

Assessment of restructured Indian power sector: 
Availability, demand and shortage 
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II. INDIAN POWER STRUCTURE 
The Indian power sector is presently going through a 

process of reform and restructuring as is the trend in many 
other parts of the world. Under reform, independent regulatory 
commissions are set up to the center as well as state wise and 
vertically integrated utilities are being unbundled into 
corporate entities. India’s power sector is highly dependent on 
coal, which has 58% of installed power capacity. At present 
India is fifth largest country in the world in electricity 
generation, having aggregate capacity of 229 GWs out of 
which 68% is from thermal, 18% from hydro, 2% from nuclear 
and the rest about 12% is from renewable energy sources as 
shown in Figure 2. Although Over the years, Indian power 
sector has experienced a six-time increased in its installed 
capacity a jump from 1362 MW in 1947 to over 2,29,252 MW 
by September 2013 but still there is a huge gap in generation 
and demand in India hence need to be establish more 
generation plants preferably to be come from renewable 
sources by governmental as well as various private 
participation [6].  

 

 
Fig. 2 Indian power Installed capacity 

The functions of centre electricity authority (CEA) are to 
advise the Ministry of Power (MoP) on national power policy, 
national power planning and regulatory matters on the national 
level where as state electricity regulatory commissions 
(SERCs), does the same function at state level [7-8].  

 
Fig.3 Sector wise Installed capcity 

Indian power sector is organized into five Regional 
Electricity Boards such as northern regional electricity board 
(NREB), southern regional electricity board (SREB), western 

regional electricity board (WREB), eastern regional electricity 
board (EREB) and north eastern regional electricity board 
(NEREB) as depicted [3, 7]. In India, power installs capacity 
sector wise as shown in Figure 3. As shown in Figure 4, 
percentage of each region regional wise total installed capacity 
in India. 

 
Fig. 4 Percentage of region wise installed capacity 

III. DEMAND AND SUPPLY POWER SCENARIO IN INDIA 
India has the fifth-largest generation capacity in the world 

with a total installed capacity of 229252 MW as of September 
2013 and by the 12th Plan (2012–2017), capacity addition 
close to 100,000 MW is anticipated, around 50% of which is 
expected to come from the private sector.  Most of the 
electricity is consumed in the northern part of India [10]. The 
states Punjab, Rajasthan, and Uttar Pradesh, and the capital 
Delhi are together responsible for one fifth of India’s final 
electricity demand. Coal power generation in India is still 
based entirely on subcritical technology. There is a huge gap in 
generation and demand in India hence need to be establish 
more generation plants preferably to be come from renewable 
sources by governmental as well as various private 
participation. The Indian power sector is predominantly based 
on fossil fuels, with about three-fifths of the country’s power 
generation capacity being dependent on vast indigenous 
reserves of coal. 
India has a vast supply of renewable energy resources, and it 
has one of the largest programs in the world for deploying 
renewable energy based products and systems. The 
contribution of green energy as RES to the total power 
generation is estimated to be 4.7%, 5.5% and 6.4% during 
2010-11, 2011-12 and 2012-13 respectively. India, total grid-
connected renewable power generation capacity of 28,184MW 
has been achieved till end of September 2013. A capacity 
addition of 11,246 MW has been achieved from RES during 
the last 3 financial years. The total expenditure of Rs.1106.79 
crore was incurred by MNRE for development and promotion 
of renewable energy sources, which is about 80% of the Gross 
Budgetary Support and over 96% of the Revised Estimates for 
the year 2012-13. Against the target of 4125 MW grid 
connected capacity and 126 MW off-grid applications, the 
achievements have been 3163 MW and 147 MW respectively 
during 2012-13 [9]. The current policy mechanisms, especially 
investment or generation- based price-driven and capacity-
driven mechanisms, ranging from investment incentives for the 
development of renewable energy projects, feed-in tariffs, 
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production tax incentives, tradable green certificates, and their 
effects upon the prospects of encouraging as well as expanding 
the development of renewable energy in Indian restructured 
power sector. 

 

 
Fig. 5 Status of energy availability, demand and shortage 

Status of power energy availability, demand and shortage 
has given in Figure 5. With the establishment of various inter-
regional links, inter-regional power exchange has grown 
manifold. Growth of inter-regional power exchange has helped 
in meeting more demand in energy deficit regions besides 
achieving overall economy.  Projections for future electricity 
demand are very uncertain, because of the expected 
continuation of India’s dynamic development. GDP 
development, industry structure, population growth and 
income levels are important drivers for energy and electricity 
demand as well as their impact on CO2 emissions. Although 
reforms in the energy sector are underway, the pace of reform 
is different in the sub sectors viz, power, coal, oil, gas and 
renewables. The demand for power is increasing at a rapid 
pace although the generation of power has not increased at the 
same proportion. The gap between demand and supply of 
power is quite significant. The shortage of power generation 
capacity is estimated to be around 2500MW (Figure 6).  
 

 
Fig.6 Peak demand, met and shortage power status in India 

India currently has a power deficit of 9%, expected to 
continue its steady increase over the next few years [10]. At 
present, the country was divided into two grids-one is the 

Southern Grid and the other comprises of Eastern, Western 
Northern, and North-Eastern region grid. The one grid system 
will resolve the power woes of power deficit states by 
improving intra-regional transmission of power with inclusion 
renewable also. The 12th Five-Year Plan (2012-17) is even 
more ambitious, calling for the addition of over 100,000 MW 
of power. Planners are confident of realizing this target given 
that the policy reforms of the Electricity Act would have had 
time to play out; leading to greater private sector participation 
is concerned [13]. 

India has set a very ambitious goal to increase the RE 
production. By 2017 15% of added electricity capacity should 
be renewable. Besides direct RES targets, India have also set 
targets concerning access to electricity. By “13th five year plan 
2017-22”; planning commission (GOI) targeted the future 
development of total RES in India, which is shown in Table 1 
[7]. The Committee has placed emphasis on higher use of 
renewables in all forms of services. It is expected that the 
contribution from renewables in power generation alone can 
be of the extent of 60,000MW in the year 2031-2032 [7, 9]. 

Table I 
 DEVELOPMENT OF GRID-CONNECTED RENEWABLE POWER IN INDIA (IN MW) 

Five-year 
Plan 

In Process Targets 
Addition proposed 
target in 12th   Plan 

By the End of the 13th  
Plan 

Years Through 2017 Through 2022 
Wind 15,000 40,000 
Small 
Hydro 2,100 6,500 

Biomass 2,700 7,500 
Solar 10,000 20,000 
Total 29,800 74,000 

IV. REFORM OF THE INDIAN POWER MARKET 
Restructuring has changed the traditional mission and 

mandates of utilities in complex ways, and had large impacts 
on environmental, social, and political conditions for any 
particular country. At the same time, new regulatory 
approaches are being found for reducing environmental 
impacts in restructured power sectors. Electricity reform has 
been motivated by: technological developments, particularly 
the improved efficiency of gas turbines; the need for increased 
investment, especially in developing countries such like India; 
high electricity prices and a shift away from the view that 
electricity supply is a natural monopoly [17]. Keeping in view 
the pros and cons of different restructuring processes in 
various countries, it is recognized easily that India is not yet 
ready for electricity restructuring. In a restructured electricity 
industry, generators will include utilities, federal power 
authorities, qualifying facilities, merchant power plants, and 
on-site industrial plants. India also has followed the global 
change in power sector by establishment of the Regulatory 
Commissions in 1998 under the Electricity Regulatory 
Commissions Act 1998 (Central Law) to promote competition, 
efficiency and economy in the activities of the electricity 
industry and applied restructuring to Orrisa state electricity 
board firstly and after that to many other states. Central 
Electricity Regulatory Commission (CERC) has a key role in 
rationalizing tariff of generating companies owned or 
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controlled by the Central Government in consultation with 
State Electricity Regulatory Commission (SERC). Orissa, by 
enacting a Reforms Legislation and creating an independent 
tariff regulatory body in 1996, has pioneered the power reform 
activities in the country. Today, States such as Haryana and 
Andhra Pradesh have brought in reforms Acts and have 
established the State Electricity Regulatory Commissions. 
Several other States such as Arunachal Pradesh, Madhya 
Pradesh, Delhi, West Bengal, Tamil Nadu, Gujarat, Uttar 
Pradesh and Punjab have constituted/notified the constitution 
of the SERC [3, 8].Increased competition in bulk power and 
retail electricity markets is likely to lower electricity prices, 
but will also result in greater price volatility as the industry 
moves away from administratively determined, cost-based 
rates and encourages market-driven prices. Price volatility 
introduces new risks for generators, consumers, and marketers. 
Electricity futures and other derivatives can help each of these 
market participants manage, or hedge, price risks in a 
competitive electricity market [17]. 

The incorporation of transmission into this competitive 
framework has proven more complicated and is the subject of 
an ongoing debate among utilities, consumers and suppliers. 
For obvious reasons, it is neither feasible nor economical to 
build independent transmission systems for each generation 
load pair. This means that virtually the whole power system 
must be replanted from scratch, which opens up interesting 
opportunities to truly transform the power sector. 
Restructuring of the all-electric power industry has refocused 
attention on renewable energy and the policies that affect it in 
competitive electricity markets. Public policies favoring 
renewable energy are nothing new.  

Policies including tax and financial incentives and 
guaranteed purchase power contracts, among others have 
supported the development of renewable energy in the past 
also. Such policies have sought to develop a sustainable 
energy future, reduce dependence on fissile fuel, and reduce 
the environmental impacts of fossil-fueled electricity 
generation. The issues of tariffs for transmission access and 
services are coming when the power industries changes from 
regulated to competitive environment. The structure of the 
transmission tariff will determine the allocation of 
transmission costs to the users of the transmission system, and 
ultimately, to the respective consumers. The structure of the 
transmission tariff can impact the prices of transmission for 
different generation technologies and energy sources, which 
could affect the economics of these technologies. The 
transmission tariff is so designed to recover both the marginal 
and fixed costs of the transmission system. The marginal cost 
of transmission for completing any given power transfer, 
including losses, ancillary services (i.e., capacity reserves) and 
any congestion cost, is typically a small fraction of the 
embedded cost is included in transmission tariffs. Although 
renewable energy sources are comparatively more expensive 
than conventional fuels, but they can be used in distributed 
generation and local distribution networks to counterbalance 
the transmission & distribution losses incurred by states 
depend on government support for development [11-15]. 

 Over the last two decades, the old idea that electric power 
generation, transmission and distribution represent a natural 
monopoly best handled centrally, has given way to a general 
consensus among policy-makers, regulators, industry analysts 
and economists that the generation and retailing elements of 
the power supply industry would be more efficiently delivered 
by firms operating in freely competitive energy markets [19]. 
Developing countries like India is also moving step by step 
towards deregulation. In deregulation environment generation, 
transmission and distribution are independent activities and 
also there is a competition among generators for customers. 
The necessary requirement for deregulation is restructuring of 
electricity supply industry whose basic features are as follows: 
• To introduce competition into a hitherto monopolistic 

industry. In order to achieve this, to separate (vertical 
unbundling) the functions of power generation, 
transmission, distribution and electricity supply to 
consumers. 

• To create several competing electricity generations 
companies (horizontal unbundling). 

• To recognize that the power transmission system is a natural 
monopoly and, accordingly, to make special regulatory 
provisions in this respect. 

• To allow consumers, to exercise choice between suppliers 
(generation companies) while still using the existing 
transmission facilities 

Main benefits from the deregulation are, cheaper electricity, 
efficient capacity expansion planning, more choice and better 
service. The deregulation of power sector provides a fair 
competition among producers as well as more choice and 
better service for consumers of electricity. So, in order to 
support fair competition among producers of electricity, one 
important aspect is to treat the transmission of electrical 
energy as a separate business [1, 19]. The deregulation process 
primarily focuses on enhancing system efficiency, improving 
service standards and developing competitive market. The 
market environment typically consists of a pool and privately 
negotiated bilateral and multilateral contracts. The pricing of 
transmission service plays also a critical role in the success of 
deregulation of a power system. The methodologies for 
determination of transmission pricing can be on the basis of 
marginal cost or embedded cost or a composite cost, i.e. the 
combination of marginal and embedded cost [20]. 

Electricity act 2003 give the authority to SERC for 
preferential tariff for renewable energy development. SERC 
shall be guided in specifying the terms and conditions for 
determination of tariff as per Section 61of EA-2003 [13-15]. 
There will be Government owned Transmission Utility at the 
Central as well as State level, having the responsibility of 
ensuring that the transmission network is developed in a 
planned and co-ordinate manner to meet the requirements of 
the sector. The load dispatch function can be integrated with or 
separated from the Transmission Utility and in either case it 
will remain under Government control. SERC shall specify 
extent of open access in successive phases, determine the 
wheeling charges, decide the surcharge in addition to the 
wheeling charges to meet current level of cross-subsidy (e.g. 
the industrial consumer cross-subsidizes the domestic ones) 
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and also specify the manner in which such surcharge and 
cross-subsidies is progressively reduced and eliminated. Such 
surcharge shall not be levied in case of electricity being carried 
from captive power plant to the destination of own use. 

V. CONCLUSIONS 
Indian electricity demand is expected to increase 

considerably during the next decade at the same time 
environmental pollution is also increasing with the 
development of conventional energy source. In this article 
presents the detailed power scenario and trends of current 
Indian power sector with availability, demand and shortage 
power status. India is in the processing on restructuring in 
power sector. Coal is likely to remain the dominant fuel for 
electricity generation, but natural gas and hydropower are 
projected to increase in importance. Renewable and nuclear 
power must play a crucial role for reform power sector as well 
as carbon free electricity generation in India. Renewable 
energy sources especially solar energy is the only option with a 
large technical potential, and must be included in the 
decarburization strategy for Indian power sector with reduced 
demand growth. Renewable energy development is of great 
importance from the point of view of long term energy supply 
security, decentralization of energy supply particularly for the 
benefit of the rural population, environmental benefits and 
sustainability in power sector also. So power planning will 
play an important role in the successful power reform. The 
electricity market is undergoing a tremendous transformation 
not only in India but throughout the world as it moves towards 
a more competitive environment. 
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Abstract— This paper presents the use of genetic algorithms 
(GA) to synthesize the optimal parameters of Power System 
Stabilizer (PSS),this later  is used as auxiliary of turbo generator 
excitation system in order to damp electro mechanicals 
oscillations of the rotor (inductor),and consequently ,improve the 
Electro Energetic System (EES).in this study, we started with the 
linearization of a system around the operating point ,than, we 
analyzed its stability in slight movement, after that, we have 
optimized the PSS parameters using the Genetic Algorithms 
(G.A).The obtained results have proved that (G.A) are a powerful 
tools for optimizing the PSS parameters, and more robustness for 
the studied PS . Our present study was performed using a GUI 
realized under MATLAB in our work. 

Keywords— AVR-PSS, Electric power system, genetic 
algorithm, GUI-MATLAB, powerful synchronous generators , 
stability and robustness. 

I.  INTRODUCTION  

The electric power system (EPS) stability is viewed as the 
most necessary condition to regular operating electrical 
network control systems are required to ensure this stability by 
identifying the main factors that influence on this one. The 
Classical controllers AVR and PSS [1,2] (PI or PID ) have a 
leading role in increasing static and dynamic stability degree, 
and damping electro mechanicals oscillations generated by the 
rotor (the inductor).However ,a robustness test (a disturbance 
injected on the EPS ) showed that  PID -AVR and PSS are 
hardly robust ,so ,in order to improve their efficiency 
(robustness),we used the  (G.A) for the optimization and the 
adjusting of  PSS parameters [3,4]. 

The genetic algorithms is a global research technical and 
an optimization procedure based on natural inspired  operators 
such as  crossing, and selection [5,6].unlike other optimization 
methods, the (G.A) operate under several encodings 
parameters (binary, ternary, real…),to be optimized and not  
the parameters themselves .in addition, to better  guide the 

AVR-PSS  optimal parameters search ,the (G.A) use a 
performanced  index to approach this solution [6]. 

II. DYNAMIC POWER SYSTEM MODEL: 

In this paper the dynamic model of an IEEE - standard of 
power system, namely, a single machine connected to an 
infinite bus system (SMIB) was considered [4]. It consists of a 
single synchronous generator (turbo-Alternator) connected 
through a parallel transmission line to a very large network 
approximated by an infinite bus as shown in figure 1.  

 
 

∫P

 
Fig. 1. Standard system IEEE type SMIB with excitation control of powerful 
synchronous generators 

The AVR (Automatic Voltage Regulator), is a controller of 
the SG voltage that acts to control this voltage, thought the 
exciter .Furthermore, the PSS was developed to absorb the 
generator output voltage oscillations [5]. 

In our study the synchronous machine is equipped 
by a voltage regulator model "IEEE" type – 5 [7, 8], as is 
shown in Figure 2. 

 
Fig. 2. A simplified  ” IEEE type-5” AVR  
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About the PSS, considerable’s efforts were expended for 
the developpement of the system. The main function of a PSS 
is to modulate the SG excitation to [1, 2, 4].

  
 
 
 
 
Fig. 3. A  functional diagram of the PSS used [8] 

In this paper the PSS signal used, is given by:[14] 
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III.  THE GENETICS ALGORITHMS THEORY   

A. Introduction 

Overall, a Genetic Algorithm handles the potential 
solutions of a given problem, to achieve the optimum solution, 
or a solution considered as satisfactory .the algorithm is 
organized into several steps and works iteratively. The figure 4 
shows the most simple genetic algorithm introduced by 
Holland [6]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. The genetic algorithm organization 

B. The genetic algorithm steps description  

In what follows, we will describe in more detail the 
various steps of a simple genetic algorithm Figure 4 

1) Coding and initialization [9] 

The first step is the problem parameters coding in order to 
constitute the chromosomes. The most used type of coding is 
the binary one, but other coding can be also used for example: 
ternary, integer, real…the passage from the actuar 
representation to the coded one is done through encoding and 
decoding functions. 

2) Evaluation 

It’s to measure the performance of each individual in the 
population; this is done using a function directly related to the 
objective function which is called “fitness function”. This is 
positive real function that reflects the strength of the 
individual. An individual with a high fitness value is a good 
solution to the problem, whereas individual with low fitness 
value represents a worse solution. 

3) Selection  

Selection in genetic algorithms plays the same role as 
natural selection. It follows the survivals Darwinian principle  
of those most adapted, it decide what are the 
individuals that survive and which ones disappear ,this 
selection is according to their fitness functions. a Population 
called intermediate is then formed by 
selected individuals. 

There are several methods of selection. We mention two of 
the best known: 

•  Lottery roulette Méthod ;  
•  Tournement Method. 

4) Crossover 

Crossing enables a pair of individuals among those 
selected, to share their genetic information e. d. their genes. Its 
principle is simple: two individuals are randomly taken, and 
they are called “parents”, then we draw a random”P” number 
in the interval [0, 1], after that it will be compared to some 
crossing probability “Pc”. 

• If P>Pc, there will be no crossing, and the parents are 
copied into a new generation. 

• If else; P≤ Pc, crossing occurs and the chromosomes 
parents are crossed to produce tow children replacing 
their parents in the next generation. 

There are different crossing types, the most known are: 
• The multipoint crossover  
• The uniforme crossover  

5) Mutation 

The mutation operator enables to explore new points in the 
search space and ensures the possibility to leave local optima; 
mutation applies to each individual gene with a mutation 
probability (Pm) following the same crossing principle. 

(1) 
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• If P> Pm, there will be no mutation will and the gene 
remains as it is. 

• If P ≤ Pm mutation occurs, and the gene will replaced 
with another gene randomly drawn among the 
possible values. In the case of a binary coding, it is 
simply to replace a”0” by a “1” and vice versa. 

6) Terminaison criteria 

As in any iterative algorithm, we must define a stopping 
criteria, this can be formulated in various ways, among which 
we can mention: 

•  Stop the algorithm when the result reached a 
satisfactory solution; 

• Stop if there is no improvement for some number of 
generations; 

• Stop if a certain number of generations is exceeded. 

Example: 

We consider the simple case of function with one variable 
“x” belonging to the natural numbers set: 

150                  Subject to

15       Maximise

≥>

−=

x

xxFobj  

The used parameters: 
• A 8 bits binary encoding ; 
• The search interval [0,15] ; 
• A Lottery roulette Method; 
• A simple crossing (to one point),with crossing 

probability Pc=0.7 ; 
• A mutation probability Pm=0.1. 
To run and view the various steps of genetic algorithm, we 

created and developed a “GUI” (Graphical User Interfaces) in 
MATLAB software, this latter allows: 

• To calculate and display the AG operations  
(Coding and initialization, Evaluation, Selection, 
Crossing and mutation); 

•   To display graphically the problem solution, as is 
shown in figure 5. 

Fig. 5. Optimization result by AG 

The problem solution: 
 x= 26.9412.   F(x) = 30.8288 

The various operations are developed by the realized 
“GUI” (shown in figure 6). 

 

 

 

 

 

 

 

 

 

Fig. 6.  The genetic algorithm operting developped under  GUI / MATLAB 

IV.  APPLICATION OF THE ALGORITHM GENETIC TO 

OPTIMEZED AVR-PSS  

A) The Linear System  Stability -analytical study 

 Recall that the damping factor ζ of method represented by 
its complex eigenvalue “λ” is given by:  

ωσλ
ωσ

σζ

j±=
+

−=

 With      

22  

A damping factor ζ leads to a significant well-damped 
dynamic response, all eigenvalues must be located in the left 
area of the complex plane defined by two half-lines. For a 
critical value of the damping factor ζcr: we impose a relative 
stability margin [10].  

The real part of the eigenvalue σ determines the rapid 
decay / growth exponential dynamic response of the 
component system. Thus, σ very negative results in a fast 
dynamic response. To do this, all the eigenvalues must be 
located in the left area of the complex plane defined by a 
vertical through a critical value of the portion real (σcr: we 
defined as the absolute stability margin when setting the 
parameters of PSS, it is desirable that these two criteria are 
taken into account for proper regulation. The combination 
between these two criteria leads to an area called D; stability 
area [11], show in figure 7. Moving eigenvalues in this area 
ensures robust performance for a large number of points 
operated [12]. 

 

 

 

 

 

 

 

 

Fig. 7.  D. Stability area  
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B)  objective function  

The purpose of the PSS use is to ensure satisfactory 
oscillations damping, and ensure the overall system stability to 
different operation points. To meet this goal, we using a 
function composed of two multi-objective functions [13]. This 
function must maximize the stability margin by increasing 
damping factors while minimizing the system real eigenvalues 
. Therefore, all eigenvalues are in the D stability area, the 
multi-objective function calculating steps are: 
1-formulate the linear system in an open –loop (without PSS); 
2-locate the PSS and its parameters initialized by the G.A 
through an initial population; 
3- Calculate the closed loop system eigenvalues and take only 
the dominant modes:

 
ωσλ j±=  

4- Find the system eigenvalues real parts (σ) and damping 
factor ζ; 
5- Determine the (ζ ) minimum value and the (- σ) maximum 

value, which can be formulated respectively as: (minimum 
(ζ )) and (maximum ˗ (σ)); 

6- Gather both objective functions in a multi-objective 
function F as follows: 

)min()max( ζσ +−=objF                           

7- Return this Multi-objective function value the to the AG 
program to restart a new generation. 

Figure 8 shows the proposed in this paper the GA for the 
AVR-PSS parameters optimization.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. The multi-objective function and  AG program Flowchart for the PSS  

Table 1 give a simulation result optimized PSS parameters 
with different SG  

The optimized parameters for PSS are: KPSS, TW, T1, and 
T2  
With  

 
 

 
 
 

 
 
 
 
 
 

TABLE I.  THE PSS OPTIMIZED PARAMETERS 

 
parameters  TBB-200 TBB-500 BBC-720 TBB-1000 

TW 0.0321 0.029 0.0445 0.0234 
T1 0.054 0.0322 0.0356 0.0214 
T2  0.074 0.011 0.034 0.0142 

KPSS 51.43 15.45 100.548 15.506 

 

V. THE SIMULATION RESULT UNDER GUI/ MATLAB  

A) Creation of a calculating code under MATLAB / 
SIMULINK 

The “SMIB” system used in our study includes: 
• A  synchronous generator  (SG) ; 
• Tow  voltage regulators: AVR  and AVR-PSS 

connected to; 
• A  Power Infinite   network line  

We used for our simulation in this paper, the SMIB 
mathematical model based on permeances networks model 
culled Park-Gariov [14], and shown in Figure 9 [14]. 

 

 

 

 

 

 

 

 

Fig. 9. Structure of the synchronous generator  (PARK-GARIOV model) 
with the excitation controller under [14]. 

B) A Created GUI/MATLAB ….. Optimization using GA    

To analyzed and visualized the different dynamic 
behaviors we have creating and developing a “GUI” 
(Graphical User Interfaces) under MATLAB .This GUI allows 
as to: 

• Perform control system from PSS controller; 
• To optimized the controller parameters by Genetic 

Algorithm; 
• View the system regulation results  and simulation; 
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BO

PSS
PSS-AG

Damping coefficient α the static error 

Q OL AVR PSS PSS-
OPT 

OL AVR PSS PSS-GA 

-0.1372 Unstable -0.709 -1.6201 -2.3283 instable -2.640 -1.620 -1.234 
-0.4571 Unstable -0.708 -1.6503 -2.3463 instable -2.673 -1.629 -1.241 
0.1896 -0.0813  -0.791 -1.6865 -2.3906 -5.038 -2.269 -1.487 -1.267 
0.3908 -0.1271  -0.634 -1.5379 -2.3906 -5.202 -1.807 -1.235 -1.129 
0.5078 -0.1451  -0.403 -0.9432 -1.9582 -3.777 -0.933 -0.687 -0.604 

0.6356 -0.1588  -0.396 -0.9283 -1.9803 -3.597 -0.900 -0.656 -0.567 

the setting time for 5% the maximum overshoot % 
 

Q 
OL AVR PSS 

PSS-
OPT 

OL AVR PSS PSS-GA 

-0.1372 Unstable 4,231 1,704 1,349 9.572 9,053 7,892 7,237 

-0.4571 Unstable 4,237 1,713 1,323 9.487 9,036 7,847 7,219 

0.1896 - 3,793 1,617 1,408 10,959 9,447 8,314 7,928 

0.3908 - 4,732 1,706 1,630 10,564 8,778 7,883 7,659 

0.5078 14,320 7,444 2,041 1,877 9,402 6,851 6,588 6,269 

0.6356 14,423 7,576 2,080 1801 9,335 6,732 6,463 6,012 

 

• Calculate the system dynamic parameters ; 
• Test the system stability and robustness; 
• Study the different operating regime (under-excited, 

rated and over excited regime). 
The different operations are performed from GUI realized 

under MATLAB and shown in Figure 10. 
 
 

 

 

 

 

 

 

 

 

Fig. 10. The realised GUI / MATLAB 

C) Simulation result and discussion   

 The following results (Table 2 and Figure 11, 12) were 
obtained by studying the “SMIB” static and dynamic 
performances in the following cases: 
1. SMIB in open loop (without regulation) (OL) 
2.  Closed Loop System with the regulator AVR and 
conventional stabilizer PSS-FA [14]. 
3 - Optimization of Regulators PSS-AVR using genetic 
algorithm (PSS-OPT) parameters. 

We simulated three operating: the under-excited, the rated 
and the over-excited. 

Our study is interested in the Powerful Synchronous 
Generators of type: TBB-200, TBB-500 BBC-720, TBB-1000 
(parameters in Appendix 2) [14]. 

Table 2 shows the dominant modes eigenvalues , for more 
details about  the calculating parameters see GUI-MATLAB 
in the Appendix 3 created.   

Table 3 presents the TBB -200 static and dynamic 
performances results in (OL) and (CL) with PSS and PSS-
optimized, for an average line (Xe = 0.3 pu), and an active 
power P=0.85 p.u. 

Where: α: Damping coefficient ε %: the static error, d%: 
the maximum overshoot, ts: the setting time  

 

TABLE II.  THE EIGENVALUES OFF THIS SYSTEM 

 
 

 
 
 
 
 

 

TABLE III.  THE “SMIB  “STATIC AND DYNAMIC 
PERFORMANCES 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
In the Figures 11 and 12 show an example of simulation 

result with respectively 'Ug' the stator terminal voltage; 'Pe' 
the electromagnetic power system, 's' variable speed, 'delta' 
The internal angle TBB200 of Turbo-generator with P = 0.85, 
Xe = 0.5, Q1 = -0.1372 (pu) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 11. functioning system in the under-excited of TBB 200 connected to a 
long line with AVR ,OL and PSS 

 

 

 
 
 
 
 
 
 
 
 
 
 

 

eigenvalues 
Q λ OL λ PSS λ PSS-OPT 

-0.1372 instable -1.6201± 4.3629i -2.3283 ±  3.3747i 
-0.4571 instable -1.6503± 4.3582i -2.3463 ± 3.9866i 
0.1896 -0.0813 ± 7.2567i -1.6865± 5.2802i -2.3906 ±  2.9698i 
0.3908 -0.1271 ±  7.9143i -1.5379± 5.9476i -2.3906 ±  2.9698i 

0.5078 -0.1451 ± 8.2203i -0.9432 ± 5.0531i -1.9582± 3.2602i 

0.6356 -0.1588 ±  8.5134i -0.9283 ± 5.3747i -1.9803 ± 3.5592i 
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Fig. 12. functioning system in the under-excited used of TBB 200 connected 
to a long line with PSS , PSS- AG and OL 

From the simulation results, it can be observed that the use 
of PSS optimized by AG improves considerably the dynamic 
performances (static errors negligible so better precision, and 
very short setting time so very fast system., and we found that 
after few oscillations, the system returns to its equilibrium 
state even in critical situations (specially the under-excited 
regime) and granted the stability and the robustness of the 
studied system. 

VI.  CONCLUSION  

In this article, we have optimized the PSS parameters   by 
genetic algorithms; these optimized PSS are used for powerful 
synchronous generators exciter voltage control in order to 
improve static and dynamic performances of power system. 

This technique (GA) allows us to obtain a considerable 
improvement in dynamic performances and robustness 
stability of the SMIB studied. 

All results are obtained by using our created 
GUI/MATLAB.   
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2. Parameters of the used Turbo –Alternators 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. The PSS-AVR model 

 

Parameters 
 

TBB-
200 

TBB-
500 

BBC-
720 

TBB1000 Units of 
measure 

power 
nominal 

200 500 720 1000 MW 
 

Factor of 
power  

nominal. 
 

0.85 0.85 0.85 0.9 
 

p.u. 
 

dX  2.56 1.869 2.67 
 

2.35 
 

p.u. 
 

qX  2.56 1.5 2.535 
 

2.24 
 

p.u. 
 

sX  0.222 0.194 
 

0.22 
 

0.32 p.u. 
 

fX  2.458 1.79 2.587 
 

2.173 p.u. 
 

sfX  0.12 .115 
 

0.137 
 

0.143 p.u. 
 

sfdX  0.0996 0.063 
 

0.1114 
 

0.148 p.u. 
 

qsfX 1
 0.131 0.0407 

 
0.944 

 
0.263 p.u. 

 

qsfX 2
 0.9415 0.0407 

 
0.104 

 
0.104 p.u. 

 

aR  0.0055 0.0055 0.0055 0.005 p.u. 
 

fR  0.000844 0.000844 0.00176 
 

0.00132 p.u. 
 

dR1
 0.0481 0.0481 0.003688 

 
0.002 p.u. 

 

qR1
 0.061 0.061 0.00277 

 
0.023 p.u. 

 

qR2
 0.115 0.115 0.00277 

 
0.023 p.u. 
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4. Power System model: 
 
Currants equations: 
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Flow equations: 
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Keywords— Energy efficiency potential, multi criteria decision 
aid, schools, performance assessment.  

 
Abstract— In this article it is described the field research for 

twenty one schools in Teresina City in Piaui State in the Northeastern 
Brazil, the modelling of the school´s energy efficiency potential 
(EEP) assessment system using a Multi Criteria Decision Aid 
(MCDA) method and the model test through the ranking of the 
visited schools according to the collected data.  
 

I. INTRODUCTION 
HIS documents describes the field research for twenty 
one schools in Teresina City in Piaui State in the 
Northeastern Brazil, the modelling of the school´s energy 

efficiency potential (EEP) assessment system using a Multi 
Criteria Decision Aid (MCDA) [3] method and the model test 
through the ranking of the visited schools according to the 
collected data. This study will be used to implement an energy 
efficiency management system for schools and it will allow 
Eletrobras Piaui State Energy Distribution (EDPI) to know the 
energy efficiency of the schools placed at Teresina City and 
check the evolution of energy efficiency at these schools after 
the implementation of energy efficiency programs to change 
inefficient equipment and devices for some more efficient 
ones and after educational actions with the students, teachers 
and school´ employees. 

 Teresina city has high average temperatures mainly from 
September to December, as it is shown at the Figure 1.  

So, it is necessary to have air conditioning throughout the 
school facilities, specially classrooms and administrative 
rooms, libraries, laboratories and other spaces where students, 
teachers and employees have to stay to perform the 
educational activities. It is also necessary to have refrigeration 
equipment for food and beverages for conservation and 
chillers for water. 
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Figure 1: Average temperature at Teresina. Source: [1] 
 

According to [2] energy efficiency is very important in 
school buildings as it is associated with comfort and air 
quality conditions in their interior, and energy costs of these 
buildings are associated with their main operational costs. 
Moreover, school buildings differ from other types of 
buildings because they are the places where children are 
educated and have the opportunity to learn how to become 
environmentally-aware citizens.  

It is shown in [4] that educational buildings such as 
kindergartens, schools and universities display many similar 
design, operation and maintenance features in most countries. 
The two most noteworthy similarities amongst these building 
types are the high energy consumption and the necessity for 
retrofitting many buildings within this sector. 

A study presented in [5] explains that schools are the most 
suitable type of building for the application of energy 
efficiency and good indoor air quality measures. This is 
justified by the fact that such measures can promote 
sustainability to the future citizens, and even more, ensure a 
comfortable and healthy environment for educational 
purposes. 

Some important conclusions are shown in [6] that health 
and productivity of pupils and teachers is strongly affected by 
the indoor environmental quality of their school, poor indoor 
air quality has been reported in published literature, even so 
for recently constructed school buildings. The same applies 
for the energy consumption, with large amounts of energy 
being wasted because no energy saving measures are applied 
for the operation of schools. 

Energy efficiency potential assessment and 
ranking for schools in Teresina City 

YAMAKAWA E.K., AOKI, A.R., SIEBERT L.C., SILVA FILHO, J.F., LOPES, J.B., and LOPES, 
W.G.R. 

T 
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Piaui State, where Teresina City is placed, has the third 
worse human development index (HDI) and the second 
highest illiteracy rate in Brazil. So, all the initiatives that can 
be implemented in schools are very important for the regional 
development and population life quality. 

II. METHOD 
First it was elaborated an interview instrument regarding 

parameters related to energy efficiency such as facilities 
conditions, opening times, lighting, air conditioning types, 
high temperature complains, thermal insulation, number of 
students, teachers and staff, energy consumption as well a 
description of other important loads. After that, it was 
randomly selected a sample of twenty one public and private 
schools, geographically distributed uniformly in Teresina City 
for the exploratory research. Then, it was performed 
interviews with school principals using the interview 
instrument and visited schools facilities to assess the main 
electrical loads. These data were used to create the energy 
efficiency indicators, which were used to model the EEP 
assessment system using MCDA. The methodology process is 
shown at Figure 2. 
 

 
 
 
 
The indicators used to evaluate the school´s EEP are shown 

below as well as the relation with EEP:  
a. Built area: for this indicator the higher the school´s 

constructed area, the higher the EEP because 
potentially there will have more loads installed at the 
facilities; 

b. School age: for this indicator the older the school, the 
higher EEP because potentially the technology of the 
installed loads have low efficiency such incandescent 
lamps, window air conditioning, old refrigerators and 
freezers, and electrical installation are old with 
degraded cables, panels and protection devices 
generating energy losses. The thermal insulation of the 
classrooms of the old buildings are potentially worse, 

where many times the classrooms have no ceiling and 
windows insulation. The lack of insulation is possible 
to be observed on Figure 3 and Figure 4. 

 
Figure 3: Walls with holes in a classroom (no 
thermal insulation) 

 

 
Figure 4: air conditioning equipment installed in a 
classroom with open windows  

c. Available area for planting trees: this indicator is not 
directly related to the energy efficiency but with 
environmental preservation, that is one of the 
objectives of energy efficiency, so the larger the area 
for planting trees, the highest the EEP; 

d. Number of students/number of classrooms: for this 
indicator the more students per classroom the highest 
the EEP because if there are more students per 
classrooms; 

e. Class hours a day, class months a year, class days a week, 
for these three indicators the objective is to verify the 
school operation daily, weekly and monthly and the 
most the school operate, the highest the EEP; 

f. Air conditioning kind and age: for this indicator the new 
and split air conditioning has the lowest EEP while the 
old and windows air conditioning has the highest EEP; 

g. Proportion of the school attended by air conditioning: for 
this indicator the highest the proportion of the school 
attended by air conditioning the highest the EEP 
because there are more installed air conditioning 
equipment and consequently more loads to be regarded 
and if necessary substituted on a energy efficiency 
program; 

  Interview  
Instrument  

Construction   

Visit Schools´  
Facilities and  

Perform Interviews   

Random Selection of  
Schools   

Energy Efficiency  
Indicators  

Construction   

MCDA Model 
 

for  
Energy Efficiency  
Potential  (EEP)  

Assessment   

Determination 
  Schools´  Status quo   

and EEP   

Rank Schools  
according to 

  
EEP   

Schools´ Energy  
Efficienc
  Management System  

Developmen
 

  
Figure 2: Method process 
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h. Food and beverage refrigeration existence and age: for 
this indicator it was evaluated the quantity and the 
existence of the refrigerators, freezers and water 
chillers at the visited schools. The highest amount of 
these kind of loads and the oldest, the highest the EEP. 

i. High temperature complaints by the students, teachers 
and school employees: this indicator is used to 
represent the adequacy of the air conditioning 
equipment and facilities thermal insulation. The levels 
of temperature complaints were “no complaints”, “a 
few complaints”, “many complaints” and “chronic 
complaints”. The highest the complaints level, the 
highest the EEP. 

j. Illumination kind indoor and outdoor: for this indicator it 
was verified the kind of lamps like incandescent, 
tubular fluorescent, compact fluorescent, mercury 
vapor, sodium vapor, metal halide, and LEDs. The 
lowest energy efficient the lamps are the highest the 
EEP. 

 
The indicators were grouped in fundamental point of 

view (FPV) named Infrastructure, Operations, Air 
conditioning and Illumination and the related indicators are 
shown at Figure 5. 

 
Figure 5: Fundamental point of views and indicators 

 
After the determination of the FPVs it was calculated the 

weights for indicators and fundamental point of views using 
the vision of the process decision maker, that in the case of 
this project is the project manager from Eletrobras Piaui State 
Energy Distribution (EDPI) and the software Macbeth demo 
version and the results are shown at Figure 6. 
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Figure 6: Fundamental point of views and indicators with 
correspondent weights 

 
The indicators´ scale was transformed from ordinal scale, 

where the values were related to the indicator itself but had no 
relation with the other indicators to a cardinal scale, where the 
indicators had an equivalent scale for all indicators using the 
Macbeth demo version software, to make it possible to 
integrate all the indicators in an overall score. 

The overall score for each school is given by the equation 1: 
 

 
 
Where: 

 is the overall score in terms of energy efficiency 
potential; 

 is the weight for the indicators and FPVs 
 is the impact of  in the FPV j 

 is the partial value of  in the jth FPV 
 

III. RESULTS AND DISCUSSION 
After the model creation for EEP using MCDA it was 

possible to draw the status quo of each school using the 
interviews results and to rank the schools according to the 
EEP. An example of the status quo for a school is shown at 
Figure 7.  
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School 1

 
Figure 7: EEP status quo example for a school 

 
After the determination of the status quo for the visited 

schools, it was calculated the EEP score for these schools and 
rank them according to this score. The ranking of the visited 
schools is shown at Table 1. 

It was possible to observe that the schools with highest EEP 
have more air conditioning and illumination loads, operated 
not only during the day but also at night and have activities for 
the local communities on weekends. 

 

Table 1: EEP ranking for schools 
 
 

Ranking School Score
1 School 1 104,4
2 School 2 99,0
3 School 3 98,1
4 School 4 97,7
5 School 5 92,0
6 School 6 89,3
7 School 7 87,1
8 School 8 82,4
9 School 9 76,9
10 School 10 64,9
11 School 11 63,6
12 School 12 63,0
13 School 13 61,6
14 School 14 58,1
15 School 15 47,8
16 School 16 46,1
17 School 17 40,5
18 School 18 37,5
19 School 19 35,9
20 School 20 33,3
21 School 21 29,2  

 
The complaint about high temperatures was happening in 

many schools, what is a big problem because it harms the 
students and teachers performance. It also means that the or 

the air conditioning equipment are not effective of there are 
problems regarding the thermal insulation. 

IV. CONCLUSIONS 
Data collected in the interviews and site surveys allowed 

the researchers to know the school operations and main loads, 
that were very important for the construction of energy 
efficiency indicators. The energy efficiency management 
system that is under development in this R&D project will 
help Eletrobras Piaui State Energy Distribution (EDPI) to 
direct programs and educational actions to the schools that 
have the highest potential for energy efficiency, improving 
not only the energy efficiency of the schools but also the 
conditions of the classrooms and other school´s facilities for 
the students and teachers. 
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ABSTRACT 
Electric vehicles are ultimately a real answer to current 
problems related to environmental pollution and noise in 
cities. In line with current public issues, the electric 
vehicle is quiet. In addition, it is considered as 
environmentally friendly since it does not emitCO2. This 
paper tries to answer the question ‘does solar energy able 
to compensate fossil energy in the means of land 
transport? ’, and highlight a new approach to improve 
energy management in a solar car. The global objectives of 
the energy management system are to guarantee the 
general power balance, and to get the maximal amount of 
braking energy. Electric vehicle is a complex assembly 
that includes various parts like mechanical, electrical, 
control, pneumatic, electrochemical and management etc... 
A fully autonomous vehicle in real dimensions was built to 
implement the new strategy and management control using 
Matlab/Simulink and electronics compounds. 

A prototype electric vehicle was built having reached 
speed of100km/hand an autonomy range of60kmwitha 
minimum number of PV module and on-board batteries  

Keywords-Solar Car, battery management systems, 
electric vehicle, hybrid power systems, MPPT, traction 
power supplies. 

1. INTRODUCTION 
Algeria is among the firsts countries producing oil and gas. 
And that doesn’t prevent the government to implement a 
policy for the development of Renewable Energies (RE) 
and adopt gradually mix energy. The objective is to attain 
40% of its electricity production from renewable energy 
source, by 2030, according to its international 
commitments, to protect the planet.  

In this context, efforts to improve air quality in heavily 
populated urban communities- by reducing vehicular 
emissions – have rekindled interest in the development of 
electric vehicle technology. To our knowledge until now 
no electric vehicle is used in Algeria. Fabricate  a solar 
vehicle presents a tremendous engineering challenge 
requiring  the design and the integration of various aspects 

of the vehicle as the electric engine, suspensions, the body, 
the drive train, the fuel system, the electrical systems, and 
the climate control-chain. All these aspects are time-
consuming and costly. The access to energy, the 
environmental and climate problems, and the need to solve 
the mobility problems in the cities are all fields in which 
electric, hybrid and fuel cells vehicles offer a large 
attractive prototype and necessary solutions.  

This paper addresses the design considerations involved in 
the electric vehicle conversion which includes: removal of 
internal combustion engine and related parts, choice of 
electric vehicle components, installation of electric vehicle 
components, integration of electric vehicle accessory 
system and design of battery chargers with specific 
applications to electric vehicles. As the battery is the most 
important part in an electric vehicle therefore the energy 
density and the power density are the first battery’s 
parameters to be considered. The power density of proton 
exchange membrane fuel cells (PEMFC) is significantly 
higher and it is able to work at ambient temperature. Most 
of the car companies develop big efforts to integrate the 
PEM fuel cells in a small part of the car body. 

Many solutions regarding friendly alternate vehicles are 
raised, and the questions regarding practical development 
of these vehicles owing to their high initial technology 
development cost. The specialty of these vehicles is they 
are zero emission vehicles. (Jaegul Lee et al) propose 
dynamic state, empirical model of energy and power as the 
state variables derived from electrical behaviour of a lead 
acid battery system [5].  

The empirical model describes the relationship between 
the total, usable and loss of power and energy under 
dynamic load conditions. Juan W. Dixon, Micah Ortúzar 
and Eduardo Wiechmann did work on regenerative 
braking for an electric vehicle using ultra capacitors [6/7]. 
(Vidyadhar Gulhane, et al), conclude that the main 
problems are the poor battery performance, under 
developed control circuit and inadequate capacity of 
electric motor to match with the road situation [7]. 
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For the lead-acid batteries used in this work, the energy 
density is too low to meet the energy requirements when 
vehicles accelerate, decelerate and brake frequently.  

Section II of this paper presents the design environment of 
the vehicle. Section III is devoted to the design of the 
system .Sections IV and V present the control and energy 
management strategy used in the Electro-solar vehicle. 
Finally, Section VI presents a set of simulation results and 
comments. 

Note: During manufacturing, we were constrained to 
change many parts in the study according to the available 
means, and that leads to limit the performance.  We have 
to indicate the lack of tools which are necessary to the 
achievement of our project we need. 

2. DESIGN ENVIRONMENT    
The urban drive cycle was used as input to represent the 
road load. Signals of power were passed through the 
modules. In a mechanical module, the power was the 
production of torque and rotation speed fig 1. In the 
electrical module, the power was the production of voltage 
and current. The reverse simulation showed if the power 
was transmitted through vehicle module, traction motor 
module, energy management and control module and 
battery module. The forward simulation showed if the 
power was transmitted through the opposite direction. 

The road slope torque T   is defined by: 

22 υ⋅⋅⋅
= Ac

pT
w

w    (1) 

αcos⋅⋅⋅= gmkT RR    (2) 

amkT mA ⋅⋅=     (3) 

αsin⋅⋅= gmTG    (4) 

GARw TTTTT +++=    (5) 

Where; wT  is aerodynamic torque, RT  : rolling torque, 

AT acceleration torque and GT gradient torque. 

Torque evaluation Evaluation of the power flow occurring 
into a vehicle is in strong relation with his mass and a total 
couple will be expressed as:  

permanentAt TTC +=      (6) 

Where; m is a vehicle mass, tC  total torque, AT

acceleration torque, permanentT  permanent torque. 

3. SYSTEM DESIGN 
The structure of an electro-solar vehicle is a strong 
evaluating manner because of the more or less rapid but 
steady evolution of the components technology and 
performance. As electric vehicles, the different parts are an 
emerging industry, it is necessary to set time constraints 
and objectives to be achieved at the level of performance 
cars, like to improve the acceleration performance of the 
vehicle. There have been remarkable developments in the 
area of solar cells and in the development of ultra light 
weight solar charging battery powered cars. The 
photovoltaic array could provide a large current in a short 
time, delivering extra energy to meet the energy 
requirement when it is needed. In addition, the 
electronics itself is an important constraint in terms of the 
shape of the car. 

AutoCAD software is used to design the vehicle shape in 
order to choose the best frame vehicle shape 
and determining the weak points of the vehicle fig 2, fig 
3[8] .

 
The front consists of a suspension system coupled with the 
vehicle steering system. The suspensions will 
be considered "double wishbone": they will consist in 
two triangles, each of them is bound by two hinges one to 
the frame and the other ball to knuckle. These suspensions 
are similar to McPherson, often fitted to luxury vehicles or 
competition one, as they allow an infinite number of 
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settings positions. The study has been divided into four 
parts:  

- First, the double wishbone system have been 
designed and studied taking into account the 
expected load for four people,  

then the tendering system management will be discussed, 
after the complete system will be designed to meet final 
desired vehicle in terms of safety, functioning, robustness 
and cost, improvement will be forwarded to the end.The 
windshield should be made out of a substance with safety 
in brain. 

4. MECHANICAL STRUCTURE DESIGN  
This part allowed us to design our vehicle according to 
standards and technical regulations for Solar Electro 
Vehicles and the alternative energy imposed by FIA 
[9] and the equipment available in the market fig4, 5,6,7,8. 

 

 

 

 

 

5. ELECTRICAL DESIGN AND CONTROL 
In this section all the vehicle elements involved in the 
energy management will be studied. Management 
strategies and algorithms will allow us to achieve out a 
control board, where it will make all the simulations 
needed for each party. And that, in order to have a 
reference for comparing the results obtained before and 
after test operations  

5.1 Solar Cells 
The electronic part of this project consist to the objective of 
the electronic part is the contribution to the optimization of 
the powering of propulsive parts of the car from batteries 
powered by photovoltaic panels. Obviously, the major 
constraint that influenced the treatment of this part came 
from the settlement of the Solar Challenge of the City; the 
only source of energy powering the car is solar via battery. 

Lead acid batteries called ‘’starters’’ used in Electro-Solar 
Vehicle are not well suited to solar energy. In fact, they can 
be compared to ‘’ sprin-ters’’ to provide common 
significant start in a very short time (load and rapid 
discharge). ‘’Solar’’ battery in turn, rather ‘’Running’’ will 
be sought over time to common much lower and the 
technology is not quite the same (exchange surface 
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electrolyte / upper electrodes, in particular). Power 
resources performance at all levels of power; also it will be 
able to provide the full operation of the battery and motor. 
We will describe more fully the various bodies in the 
remainder of this work.   

5.2 Influence of Temperature on Cell 
Efficiency 
If the battery is charged directly instead of powering other 
devices, it is the battery voltage which requires the 
operation point of the PV panel. The Icc current varies 
directly with the light radiation (the relationship is 
proportional) fig 9, the voltage remaining relatively 
constant. This is interesting, especially for the care of a 
battery, the temperature also has a significant influence on 
the characteristics of this panel .When the temperature 
rises, the voltage decreases and therefore the power too.    

Note: that the variation is greater than that provided by 
simple variation of the exponential. Indeed, the term short 
circuit current is strongly temperature dependent. The 
curves in figures 4 and 5 show the drift characteristics this 
PV panel of crystalline silicon as a function of the 
temperature.  

We see that we move more from an optimal power at 25°C 
at a deceased power for a temperature 45°C. It is therefore 
compelled to take into account the temperature of use of 
the photovoltaic cell in order to apply a reduction 
coefficient of the optimum at 25°C. Paradoxically, this 
disadvantage, in very hot climates, becomes an advantage 
in countries with temperate climate and high brightness fig 
10. 

 

 
5.3 THE SYSTEM DESIGN  
Real dimensions of the system are more complex, since 
there are many additional parameters to consider and 
many technology choices available. Each step of 
the design should always seek the best solution and must 
be performed by   considering it with the other steps.  

The sizing procedure of the system could be listed as 
following: Step 1: Identifying the needs: voltage, power 
and duration of use of equipment ... Step 2: Estimation of 
solar energy recoverable depending on the location; Step 
3: Set the PV module: operating voltage, technology 
used, total power;  

Step 4: Define the capacity and the choice of the battery;  

Step 5: Selection of the charge controller; Step 6: Wiring 
diagram: sections of the cables,... 

6. PART ELECTRONICS (PRACTICAL) 
To ensure the effective operation and control of 
our vehicle, we used all our resources and knowledge. Like 

 all parts of the vehicle fig 11. 
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6.1 

Practical Realization of the Electronics 
For the implementation, we took into account the synoptic chosen for the desired operation: are related, the failure of 
one affects all  fig12. 
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6.2 Operation of Circuit 
The vehicle starts with battery mode to provide the current 
required, after that it rocks to mode panels. Research is 
going on to develop Brushless DC motor (BLDC motors)  

 

as a prime mover for electric vehicles. These motors 
possess higher efficiency, lower weight and compact size 
as compared to others motors fig 13.

 

The Energy Manager provides load regulation and proper function of the vehicle. The operation manager is described as 
follows fig 14: 
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For the proper function of the manager is providing the 
following algorithm:  

•  The parameter A2 is the battery voltage; 

•  The parameter A1 is the voltage of the panel; 

•  The parameter A0 is the voltage required by the 
load parameter I2 current battery charge. 

6.3 Energy Management of Charge 
The energy management strategy aims to fulfill 
predetermined requirements with no knowledge of future 
driving conditions. The first step to design the energy 
management strategy is to define the global strategy 

regarding the characteristics and constraints of the vehicle 
and the hybrid source 

6.4 Mppt 
The principle is simple, as we see on the next curve of the 
characteristic of power, depending on where one is on the 
curve fig 15, a small voltage change 

 (dV> 0) implies either a positive or dI negative, and 
that's playing on these intensity variations that we 
will seek to achieve the maximum power point. 

For this I have choose the following algorithm for 
achievement fig 16. 

Proceedings of the 2014 International Conference on Power Systems, Energy, Environment

ISBN: 978-1-61804-221-7 140



  

Proceedings of the 2014 International Conference on Power Systems, Energy, Environment

ISBN: 978-1-61804-221-7 141



  

7. EMULATETHE WORK OFTHE CAR 
In order to study the operation of the car four modes have 
been considered: 

7.1 Case 1 no batteries 
we have undertaken this study to see if we can use solar 
panels as the only source of energy fig 18 as we studied 
the effect of light intensity on the speed. Andin order to 
show the influence of light on speed fig 19, we have re-

simulated, and this time by using the intensity of light fig 
20 constantly changing so the results were expected, 
where speedis directly related to the strong lighting 
consequently there was lack of control of the car. 
Consequently, we reached  

the conclusion that we cannot use solar panels as the only 
source of energy, because to get the speed and capacity 
required to the work of the car, we need more surfaces of 
solar panels, which not available in this kind of use. 
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7.2 Case 2using the batteries 
To solve the problem of changing the speed with changing 
the climate, we added another source of energy which the 
batteries fig 21.  

 

Results were that the speed is not related to the climate, to 
confirm that we did the same simulations again and this 
time with all the possibilities of function of the car at the 
same time fig 22.
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We noticed that when the car works with batteries it 
becomes more stable, that the current flowing to the 
engines is directly related to required speed fig 23.  

 

7.3 In the case of solar panels and batteries 
the situation was more stable, but cannot use this casein 
the application, because of the difference between the 
power panels and batteries, according to the total weight, 
size and maximum speed. 

7.4 In the case of solar panels alone 
we noticed that the work of the car is related to the factors 
outside the control, so it cannot be used in practice. 

8. SIMULATION OF THE BATTERY 
CHARGE 
This simulation is done by Matlab. We observed 
the voltage, current, changes in alpha (we took account 
of all the parameters of the assembly). Simulate the 
assembly is fig 24: 

 
Notes 
we noticed that in all cases the time required to charge the 
batteries is longer than the duration of the day   light fig 
25, 26, 27, this stresses that we cannot charge the batteries 
using the solar panels, and this according to the movement 
of the car and the charging time, space and the type of 
solar panels and its output, in relation to each case. In fact 
there must be another source to charge the batteries and 
there must be many batteries working in alternation. 

 

Figure25.Simulationsshowthe courant 
ofthe batteryfor alpha=0.8 
 
 
 
 

Figure24.Simulationsshowthe  
courant of the battery for alpha=0.5 
 
 
 
 

Figure23.Simulationsshow 
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9. CLASSIFICATION OFTHE 
VEHICLEACCORDING TO THE 
INTERNATIONAL STANDARDSOF THE 
INTERNATIONAL 
FEDERATIONFORCARS 
We classified our vehicle according to technical criteria 
for solar power edvehiclesin categories 1and 4 in the 
weight class1 and8 in the categories of solar electric 

propulsion vehicles, and meets the technical regulations of 
the fourth 

10. COMPARISONS WITH OTHER 
DIRECTORS 
If we would like to compare our car with others solar cars, 
it will better to know even if our car work fully with solar 
energy. If we look at the cars in the table we note that:  

-Engine capacity is greater than the capacity which 
generate the solar panels, comparing with 
spacepanelsallowed8 m² (meters square),and the type of 
panels used.  

-In addition to that, the place and the type of the panels 
does not allow us to use the whole space to produce 
greater power for energy, because we always have a part 
which does not produce energy. In the other hand, the 
solar rays are not perpendicular on the panels, and that 
decrease its efficiency.  

-As well as the battery’s type and its capacity; indeed we 
conclude that the cars are electrics -use the batteries to 
work, the evidence is the total weight and speed and the 
impossibility to charge the batteries using solar panels 
only.  

-In all cases the time required to charge the batteries is 
longer than the duration of the day   light, this stresses that 
we cannot charge the batteries using the solar panels, and 
this according to the movement of the car and the charging 
time.  

Consequently they are not considered as solar cars. And 
we consider that our results are positive.  

11. PROPOSED SOLUTIONS 
in order to solve the problems we have the following 
* the separation of the solar panels from  the car and put it 
in a fixed place fig 29, and make the car work with 
batteries which, in turn, are charged using solar panels. 

For industrialization Follow the following chart fig30. 

This is the unit manufacturer fig 31, 32.
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*As for the time of loading, we've run out of the batteries 
which are replaced by others charged with solar panels and 
let the empty to be charged fig 33. The following plans 
show the mechanism used fig 34. 

*We are in the process of experiments in order to replace 
the batteries by a generator working with the free energy. 

12. CONCLUSION 
These works aim to design and construct a solar 
vehicle. This type of engine can be used 
in open cities (industrial, tourism, golf courses ...). The 
objective of this work is to achieve a fully 
autonomous vehicle that is powered by a solar 
power system equipped with a secondary battery. 
Our motivations for this project were numerous, but most 
important was that it is a laboratory for 
our first confrontation against the design 
and implementation of such a vehicle. 

 The implementation of this work needs 
to study the mechanical and electronic parts; the results 
obtained are the means for their integration and 
observation the correlation between them to start up our 
vehicle. The constraints of this project 
were numerous. First, it is not easy to build a solar 
car with little experience; we have established ourselves to 
achieve a light vehicle and energy optimization. This work 
was divided into an electronic part and a mechanical 
part. To do this, we presented the theory, technical 
problems; the solutions which we thought to solve them, 
and especially the solutions that we have chosen But this 
view was also intended to be reusable, so that our work 
and our research conserve in the coming years and bring 
the team to EPES why not win a challenge sun. 

A sleek, professional electric vehicle conversion will 
provide satisfying, economical, and environmentally-
friendly transportation. 
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Abstract-- This paper presents mixed integer nonlinear 

programming (MINLP) approach for determining optimal 
location and number of distributed generators in pool electricity 
market. For optimal location of distributed generation, first the 
most appropriate zone has been identified based on real power 
nodal price and real power loss sensitivity index as an economic 
and operational criterion. After identifying the suitable zone, 
mixed integer non-linear programming approach has been 
applied to locate optimal place and number of distributed 
generators in the obtained zone. The problem of DG location 
consists of minimization of total fuel cost of conventional and 
distributed generation sources.  The pattern of nodal real and 
reactive power prices, line loss reduction, and fuel cost saving has 
been obtained. The results are obtained for pool electricity 
market model. The proposed MINLP based multi-objective 
optimization approach has been applied for IEEE 24 bus 
reliability test system. 

 
Index Terms-- Distributed generation, Loss sensitivity, Nodal 

price, Mixed integer nonlinear programming, Optimal location. 

I.  LIST OF SYMBOLS 
Ng    set of generators 

Pgi    act ive power pool generator-i 
Ci     fuel  cost of pool generator-i 
agi, bgi, cgi  cost coefficients in $/h, $/MWh, $/MWh2 

Pi     real power injection at bus-i; 
Qi     reactive power injection at bus-i; 
Pgi, Qgi   real and reactive power generation at bus-i; 
Pdi, Qdi   real and reactive power demand at bus-i; 
PGT,QGT  Total real and reactive power generation; 
PDT,QDT  Total real and reactive power demand; 
PLT,QLT  Total real and reactive power loss; 
Vi     voltage magnitude at bus-i; 
δi     load angle at bus-i; 

ijijij BGY += i-jth element of Y-bus matrix; 
Nb    number of buses in the system; 

maxmin , gigi PP  minimum and maximum generation limit; 
maxmin , gigi QQ  minimum and maximum generation limit; 
maxmin , ii VV    upper and lower voltage magnitude limit; 
maxmin , ii δδ    upper and lower angle limit; 
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Sij, max
ijij SS ≤  Line flow limit; 

x      state vector of variables V, δ; 
u      control parameters,Pgi,Qgi, PDGi, QDGi, Pgb, Pgp; 
p      fi xed parameters Pdi, Pdb, Pdp, Qd, Tij; 

intξ      an integer variable with values {0,1}; 
NDG     set  of distributed generators; 
Nl      total number of lines in the network; 
PDGi   active power of distributed generator      

 connected at   bus-i; 
ai,bi,ci     cost coeffi cients for convent ional generat ors     

  [24]; 
aDGi,bDGi,cDGi   cost coefficients for distributed generators; 
PDGi and QDGi   real and reactive generation for distributed  
       generators; 

maxmin , DGiDGi PP     minimum and maximum generation limit; 
maxmin , DGiDGi QQ     minimum and maximum generation limit; 

max
DGN       maximum number of distributed generator  

       to  be located in the network; 

II.  INTRODUCTION 
ITH liberalization of electricity m arkets there is 
growing i nterest i n t he di stributed generat ion (DG) as 

an i mportant opt ion of energy  product ion in the near future.  
With el ectricity m arket undergoi ng tremendous 
transformation, m ore p rice v olatility in  th e market, ageing 
infrastructure, and changi ng regul atory envi ronments are 
demanding u sers an d electric u tilities to  h arness benefits of 
distributed generat ion [1-4] . M any defi nitions of distributed 
generation have appeared in the literature based on their size, 
technologies, l ocation, power del ivery area and operational 
constraints with their economical and operat ional benefits [5-
7]. The DG t echnologies m ay com prise small gas turbines, 
micro-turbines, fuel cells, wind and solar energy. Distributed 
generation can be connect ed i n an  isolated or an integrated 
way in the power system network and issues relating to policy 
of integrating DGs into power sy stem pl anning and t heir 
impacts in steady state power sy stem operat ion, cont ingency 
analysis, protection coordination as wel l as dy namic behavior 
were discussed in [7-8].  

With i ncreasing share of di stributed generation, the 
planning of the system in the presence of DGs will require the 
assessment of several factors such as the num ber and the 
capacity of units, best possible l ocation i n t he net work, and 
impact of DG on the system  operation characteristics such as 
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system losses, voltage profile, stability an d reliab ility issu es 
[8]. 

The optimal placement and sizing of DGs in the distribution 
network based on di fferent objec tives have been report ed i n 
the literature. A Lagrangian b ased ap proach, Tab u search , 
Genetic algorithm, was proposed t o det ermine opt imal 
location of DGs considering econom ic as well as stability 
limits in [9-11] . Opt imal si zing and si ting deci sions for 
distributed generat ion capaci ty pl anning usi ng heuri stic 
approach was proposed in [12]. A new i ntegrated model for 
distributed system planning wi th an object ive of m inimizing 
investment costs, operat ing cost s, and pay ments for 
compensation of losses was proposed i n [13] . Opt imal 
allocation of embedded generat ion i n di stribution net work 
using linear programming approach i ncluding short  ci rcuit 
constraints of network was proposed in [14]. A multi-
objective optimization approach usi ng evolutionary algorithm 
for sizing and si ting of di stributed generat ion i n di stribution 
systems has b een p resented in  [1 5-18]. A fu zzy m ulti-
objective optimization consi dering vol tage drop, sy stem 
losses, short ci rcuit capaci ty, and sy stem operat ion cost  for 
DG allocation was proposed for a sm all distribution system in 
[19].  A theoretical insight to a competitive market integration 
mechanism for DG i n a pool  based sy stem, soci al wel fare 
maximization an d m ulti-objective o ptimization fo r DG 
allocation was proposed in [20-23].  

This paper presented a m ixed i nteger nonl inear 
programming (MINLP) approach for det ermining opt imal 
location and num ber of di stributed generators for 
minimization of t ransmission l oss. For opt imal l ocation of 
distributed generation, first the m ost appropri ate zone has 
been i dentified based on real  power nodal  pri ce and real  
power loss sensitivity index as  an econom ic and operational 
criterion [24]. After i dentifying t he sui table zone, m ixed 
integer non-linear programming approach has been appl ied to 
locate optimal place and num ber of distributed generators in 
the obt ained zone. The non-l inear optimization approach 
consists o f m inimization o f tran smission lo ss with the 
presence of DFIG.  The i mpact of wi nd speed variation has 
also been incorporated in the optimization model for obtaining 
the impact of DFIG output on the transmission loss. The total 
real and reactive power loss, optim al DG location and DG 
output has been obt ained. The effect  wi nd vari ation is 
determined o n th e lo cation an d sizes o f DG. In this chapter 
wind turbine DFIG i s used as DG source. The proposed 
MINLP based opt imization approach has been appl ied for 
IEEE 24 bus reliability test system [25]. The optim ization 
problem has ben sol ved usi ng MATLAB and GAMS 
interfacing with DICOPT solver in GAMS [25-26]. 

III.  GENERAL OPF FORMULATION IN THE PRESENCE OF 
DISTRIBUTED GENERATION  

A general multi-objective m ixed integer non-linear 
programming approach for hy brid electricity markets 
considering the cost characteristics of di stributed generat ors 
together with t he fuel  cost  of ot her convent ional generat ors 
and the line loss m inimization has been form ulated t o fi nd 
optimal location and number of distributed generators. 

Min ( )int,,, ξpuxF  (1) 
Subject to equality and inequality constraints defined as 

( ) 0,,, int =ξpuxh  (2) 

( ) 0,,, int ≤ξpuxg  (3) 
intξ  an integer variable with  v alues {0 ,1}. Th e zero  v alue 

represents absence and one value represents presence of 
distributed generator in the network. 
Objective function F is 

Min ( )
( )
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The line flows from bus-i to bus-j and bus-j to bus-i are given 
as: 

( ) ( )( )jiijjiijjiijiijl BGVVGVP δδδδ −+−−= sincos2   (5) 

( ) ( )( )jiijjiijjiijjjil BGVVGVP δδδδ −−−−= sincos2  (6) 
A. Equality Constraints: Power flow equations corresponding 
to both real and reactive power balance equations are equality 
constraints that can be m odified in the presence of distributed 
generation for all the buses as: 

( ) ( )[ ] bjiijjiijj

N

j
i

diDGiigii

NiBGVV

PPPP
b

K,2,1sincos
1

int

=∀−+−=

−∗+=

∑
=

δδδδ

ξ

(7) 

( ) ( )[ ] bjiijjiijj
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j
i

diDGiigii

NiBGVV

QQQQ
b

K,2,1cossin
1

int

=∀−−−=

−∗+=

∑
=

δδδδ

ξ

(8) 

B. Inequality constraints: The inequality constraints are the 
voltage and angular lim its, lim its on power generation of 
conventional generators and line flow lim its. In addition the 
limits on the distributed generators are also considered.  
Power generation limit: This includes the upper and lower real 
power generation limit of generators at bus-i 
a) Real power generation limit 

DGDGiDGiDGi NiPPP K,2,1,maxmin =≤≤  (43) 

where, maxmin , DGiDGi PP are the minimum and maximum generation 
limit. 
b) Reactive power generation lim it: This includes the upper 
and lower reactive power gene ration lim it of distributed 
generators at bus-i 

DGDGiDGiDGi NiQQQ K,2,1,maxmin =≤≤  (44) 

where, maxmin , DGiDGi QQ are the minimum and maximum generation 
limit. 
c) Optimal number of distributed generators: This includes the 
limit on num ber of m aximum distributed generators in the 
network. 

max

1

int
DG

N

i
DG NN

DG

i
≤= ∑

=

ξ  (45) 

The results have been obtaine d by  solving m ixed integer 
nonlinear programming problem in GAM S using a discrete 
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continuous optimization package (DICOPT) solver [25]. 

IV.  RESULTS AND DISCUSSIONS 
The proposed approach for an optimal distribution 

generation location has been applied to IEEE 24-bus 
reliability test system [27]. The results have been obtained for 
fuel cost, losses, power gene ration schedule for conventional 
and distributed generators in  the presence of DGs. Five 
different cases have been cons idered for loss minimization. 
Based on num ber of DGs optim ally located at each selected 
load buses in the candidate z one, five different cases have 
been considered. The results ha ve also been obtained without 
presence of DGs for com parison. There can be m ore than one 
distributed generators with different possibilities to place in 
the selected zone at the load buses. The maximum number of 
DGs is defined in the optim ization problem for the different 
cases. The results are also obtai ned with zip load considering 
variation of ZIP load at each bus for com parison. The results 
are given in tabular form in Tables 4.1 to 4.4  

 The optimal location of dist ributed generators among these 
buses has been obtained using mixed integer based approach. 
Results have been obtained cons idering different cases with 

different number of distributed generators. The different cases 
without and with optim ally located DGs at the selected buses 
lying in the most appropriate zone have been categorized as: 
Case 1: without distributed generator 
Case 2:  with one distributed generator  
Case 3:  with two distributed generator  
Case 4:  with three distributed generator  
Case 5:  with four distributed generator 

 
A Case 1: with one DG 

Table 1 contains the result considering only  fuel cost 
minimization with constant lo ad and Table 2 contains the 
result for the same problem with zip load. Table 3 contains the 
result of the m inimization fuel  cost including DG cost with 
constant load and Table 4 contains the result of the sam e 
problem with zip load. Each tabl e contains the value of fuel 
cost, DG cost, total active and reactive power loss, optim al 
location and size of DGs, a nd conventional generation 
schedule. The fuel cost is observed lower with ZIP load model 
and cost reduces with m ore penetration level of DGs. With 
inclusions of fuel cost of DGs also, the fuel cost com es out to 
be slightly  higher however, the losses are observed lower.

Tables 1 Results for minimization of fuel cost of conventional generator only with constant   load 
 Case1: 

Without DG 
Case 2: 
With DG =1 

Case 3: 
With DG =2 

Case 4: 
With DG=3 

Case 5: 
With DG=4 

Fuel cost 14625.4763 14597. 1046 14573. 3699 14553.3878 14535.0807 
DG cost 0 13.3040 30.3070 43.3100 55. 0150 
PLT(p.u.MW) 0. 481 0.4797 0.4742 0.4750 0.4567 
QLT(p.u.MVar) -1.4134 - 1.3883 - 1.4932 -1.6224 -1.6692 
Total load(p.u.MW) 28.5  28.5  28.5  28.5  28.5 
Total 
load(p.u.MVar) 

5.8  5.8  5.8  5.8  5.8 

Optimal bus 
location of DG 

0 10 4,10 3,4,10 3,4,6,10 

Total DG 
size(p.u.MW) 

0 0.85 
 

1.55 
 

2.2 
 

2.85 
 

Total DG 
size(p.u.MVar) 

0 0.02 
 

0.22 
 

0.37 
 

0.39 
 

Pg(p.u.MW) 28.95589  28.12971  27.42419  26.77498  26.10674 
Qg(p.u.MVar) 4.38662  4.391735  4.086795  3.807596  3.740832 

 Tables 2 Results for minimization of fuel cost of conventional generator only with   zip   load 
 Case1: 

Without DG 
Case 2: 
With DG=1 

Case 3: 
With DG=2 

Case 4: 
With DG=3 

Case 5: 
With DG=4 

Fuel cost 14620.2096 14592.6458 14566.8815 14542. 3095 14521. 7823 
DG cost 0 13.3040  30.3070  43.3100  52.1110 
PLT(p.u.MW)  0.5189 0.5177 0.5007 0. 4995 0. 4894 
QLT(p.u.MVar) -0.6873 - 0.8376 - 1.0196 -1.0514  
Total load(p.u.MW) 28.8533  28.2784 

 
28.0313 
 

27.9779 
 

27.9808 
 

Total 
load(p.u.MVar) 

5.8718  5.7548 
 

5.7047 
 

5.694 
 

5.6946 
 

Optimal bus 
location of DG 

0 10  3,10 3, 4,10 3,4,6,10 

Total DG 
size(p.u.MW) 

0 0.85 
 

1.5 
 

2.2 
 

2.85 
 

Total DG 
size(p.u.MVar) 

0 0.02 
 

0.17 
 

0.37 
 

0.39 
 

Pg(p.u.MW) 28.95589 
 

28.12971 
 

27.42419 
 

26.77498 
 

26.10674 
 

Qg(p.u.MVar) 4.38662 
 

4.391735 
 

4.086795 
 

3.807596 
 

3.740832 
 

Table 3 Results for minimization of combined cost with constant load 
 Case1: Case 2: Case 3: Case 4: Case 5: 
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Without DG With DG=1 With DG=2 With DG=3 With DG=4 
Fuel cost+ DG cost 14625.4763 14614.1076 14603.6769 14594.9085 14588.4696 
DG cost  17.0030 30.3070 39. 1080 50. 8130 
PLT(p.u.MW) 0.4802 0. 4797 0. 4742 0.4629 0.4509 
QLT(p.u.MVar) -1.4134 - 1.3883 - 1.4932 -1.5802 ‐1.6241 
Total load(p.u.MW) 28.5  28.5  28.5  28.5  28.5 
Total 
load(p.u.MVar) 

5.8  5.8  5.8  5.8  5.8 

Optimal bus 
location of DG 

0 10  4,10  4,5,10  4,5,6,10 

Total DG 
size(p.u.MW) 

0 0.85 
 

1.55 
 

2.1 
 

2.75 
 

Total DG 
size(p.u.MVar) 

0 0.02 
 

0.22 
 

0.234847 
 

0.27 
 

Total Pg(p.u.MW) 28.95589 
 

28.12971 
 

27.42419 
 

26.86289 
 

26.20088 
 

Total Qg(p.u.MVar) 4.38662 
 

4.391735 
 

4.086795 
 

3.984997 
 

3.905931 
 

Table 4 Results for minimization of fuel combined cost with  Zip  load 
 Case1: 

Without DG 
Case 2: 
With DG=1 

Case 3: 
With DG=2 

Case 4: 
With DG=3 

Case 5: 
With DG=4 

Fuel cost+ DG cost 14620.2096 14606.6187 14595.0530 14585.5858 14576.5256 
DG cost  13.3040 22.1050 35. 1080 46. 8130 
PLT(p.u.MW) 0.5106 0. 4925 0. 4863 0.4839 0.4710 
QLT(p.u.MVar) -0.6873 - 0.8894 - 0.9478 -1.0101 ‐1.2091 
Total load(p.u.MW) 28.2763  28.02979 

 
27.9758 
 

27.98571 
 

27.98944 
 

Total 
load(p.u.MVar) 

5.7544  5.704481 
 

5.693498 
 

5.695465 
 

5.69624 
 

Optimal bus 
location of DG 

0  3  3,4  3,4,5  3,4,5,6 

Total DG 
size(p.u.MW) 

0 0.65 
 

1.35 
 

1.9 
 

2.55 
 

Total DG 
size(p.u.MVar) 

0 0.15 
 

0.35 
 

0.38 
 

0.4 
 

Total Pg(p.u.MW) 28.78695 
 

27.87227 
 

27.1121 
 

26.56962 
 

25.9104 
 

Total Qg(p.u.MVar) 5.067111 
 

4.665085 
 

4.395687 
 

4.305361 
 

4.087112 
 

 
B. Results with and without DG with constant and zip load 
(including cost of DGs) 

The sim ulation of com bined cost (fuel cost including DG 
cost) have been determined by solving nonlinear optim ization 
problem. The effect of zip load is obtained from  the 
modification given in section III in the optim ization problem 
that is the m odified real a nd reactive power flow equations. 
The nodal price variations for bot h real and reactive power at 
each bus have been obtained without and with the presence of 
distributed generation for the different cases with and without 
zip load. The marginal price variations are shown in Figs.1, 2, 
3 and 4. In Figs. 1and 2 m arginal prices for active power are 
shown with constant and zip load respectively. It is observed 
from Fig. 3 and 4 that in the presence of DGs, the nodal prices 
have been considerably reduced and the variation of real 
power prices has also becom e uniform  at all the buses. it is 
also observed that with zip lo ad the nodal price are less than 
with  the constant load. W ith constant load the m inimum 
marginal price occur at bus 8 whereas with zip load m inimum 
marginal price occur at bus 22.   W ith the presence of DGs, it 
is observed that two price zone s can be represented by  single 
price zone. Thus, the consum ers in both the zones will pay 
similar price. The best results have been obtained in C ase-5 
with four numbers of DGs. With m ore penetration of DGs in 

the network, the im provement in the result is found to be 
marginal. 

It is observed from  figures that the reactive power price is 
high at nodes 6, 10 with constant load and with zip load as 
compared to other buses. Becau se at these nodes the reactive 
power absorption is quite high due  to the presence of reactor 
and transformers. In case 3 with two DG the reactive power 
marginal price are more with constant as well as zip load. 

 
Fig.1. Active power marginal cost ($/MWh) with constant 

load 
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Fig.2. Reactive power marginal cost ($/MVarh) with constant 

load 

 
Fig.3. Active power marginal cost ($/MWh) with zip load 

 
Fig.4. Reactive power marginal cost ($/MVarh) with zip load 

The Lagrangian multiplier for reactive power can be both 
positive and negative. The reactive power price negative sign 

indicates the negative sign associated with Lagrange 
multiplier corresponding to reactive power balance equation, 
however, the price has to be paid for reactive power 
absorption as well as for inj ecting reactive power in the 
network. For C ase 4, the reac tive power price at these nodes 
reduces considerably due to the reduction of reactive line 
flows as real power is availa ble locally due to DGs with 
constant and zip load. Thus, DGs can be help to reduce 
reactive losses in a system  due to power available locally to 
loads and maintaining better voltage profile. In case 5 with 
four DGs the reactive power noda l price are slightly  lower 
with constant load whereas with  zip load they are slightly 
higher at most of the buses.  

The average nodal price variation for each case is shown in 
the Fig. 5 for both load cases. It is observed that nodal price 
reduces considerably in the presence of DGs and becom e 
almost uniform . The data series written above is for the 
constant load and data series written below is for zip load. 
With DGs, the price of real pow er is alm ost uniform in both 
the zones and custom ers pay  similar price in both the zones. 
For Case-2 with one DG averag e real power price with zip 
load is less than with constant load. It is observed that with 
constant load there is more reduction than zip load after C ase-
2. In case 2, 3, 4 there is marginal reduction in average 
marginal price with zip load wh ereas with constant P,Q load 
reduction is considerable. In case 5 average nodal price 
obtained is minimum. The fuel cost reduction in the presence 
of DGs with constant as well as zip load is shown in Fig.6. It 
can be seen that the saving in  fuel cost of conventional 
generator is more with zip load than the saving with constant 
load for all the cases. M inimum fuel cost is found for C ase-5 
with four numbers of DGs. 

 

 
Fig.5. Average real power marginal cost ($/MWh) with 

constant and zip load 
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Fig.6. Fuel cost with constant power and zip load 

The impact on the real power loss in the presence of DGs is 
shown in Fig.7. The above data series is given for zip load and 
below data se series is given for constant load. The system  
total loss without DG with constant load are 0.4802 (MW) and 
with zip load total loss are 0.5106 (MW). In case-2(with one 
DG) the system loss are 0.4797 M W (with constant load) and 
0.4925 MW (with zip load). In case-3(with two DGs) the total 
real power loss are 0.4742 M W (with constant load) and 
0.4863 MW (with zip load). There is considerable reduction in 
losses in each case. In case 4(w ith three DGs) the total real 
power loss are 0.4629 M W (with constant load) and 0.4839 
MW (with zip load). In case- 5 the real power loss are 0.4509 
MW (with constant load) and 0.471 MW (with zip load). it is 
observed that losses are considerably  reducing with DG and 
maximum reduction take place in case 5 (with four DG) for 
each load m odel. With zip load  losses are m ore as compared 
to the constant load. 

The optim al size of distributed generators obtained for 
different cases has been shown in Fig.8 and 9. The number in 
small parenthesis with Case 1 to 5 (…) in Fig. 8 and 9 
represents the optim al bus location of distribut ed generation. 
Case 1(0) represents that DG is not added in the system. In 
case-2 (with one DG) with cons tant load the optim al bus 
location is 10 whereas with zip load it is 3. In case-3 (with two 
DG) with constant load the optim al bus location is 4, 10 
whereas with zip load it is 3, 4. In case-4 (with three DG) with 
constant load the optim al bus location is 4,5,10 whereas with 
zip load it is 3, 4, 5. In case- 5 (with four DG) with constant 
load the optim al bus location is 4, 5, 6 and 10 whereas with 
zip load it is 3, 4, 5 and 6. 

 
Fig.7. Total Active power loss with constant and zip load 

 
Fig.8. DG size (p.u.MW) with constant load 

 
Fig.9. DG size (p.u.MW) with zip load 

The penetration level of DGs has been determined as the ratio 
of DG size to the total dem and in the system  and has been 
shown in Fig.10. The penetration level is slightly  more in case 
of constant P,Q load. It is obs erved that the saving is m ore 
with m ore penetrations. Op timal num ber of DGs required 
obtaining best results of fuel co st savings is found to be four 
with both constant as well as zip load.  The voltage profile 
without and with DG is shown in Fig.11 and 12. It is observed 
that the voltages are within specified range. It is observed that 
the voltage profile is im proved in each case with DG and it is 
better with four DGs with constant as well as zip load as 
compared to all other cases. 
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Fig.10. Penetration level of DG with constant and zip load 

 
Fig.11. voltage profile without and with DG with constant 

load 

 
Fig.12. voltage profile without and   with DG with zip load 

V.  CONCLUSIONS 
This paper presented the com parison of optim al location 

and size of distributed generation for minimization of fuel cost 
with constant P,Q load and zi p load. The problems considered 
here are sim ple fuel cost m inimization of fuel cost of 
conventional generator without DG cost and m inimization of 
fuel cost of conventional ge nerator including DG cost. Then, 

mixed integer non-linear program ming approach has been 
utilized for optimal location and optimal number of distributed 
generators in the suitable zone. Pattern of real and reactive 
power nodal price, real power loss, and fuel cost have been 
determined for constant as well as zip load. The nodal price 
variations are reduced in both ty pe of problem. It is observed 
that with DGs, the fuel cost reduces considerably for both type 
of problem  and thus there can be additional saving of fuel 
cost. Optim al num ber of DGs were found to be four for 
constant as well as zip load to obtain m aximum fuel cost 
saving. Saving in fuel cost is m ore in case of zip load. The 
minimum fuel cost in case-5 with four DG of conventional 
generator 14535.0807 $/hr (with constant load) and 
14521.7823$/hr (with zip load) and for com bined cost (fuel 
cost of conventional genera tor including DG cost) it is 
14588.4696 $/hr (with constant  load) and 14576.5256 $/hr 
(with zip load). 
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VII.  APPENDIX 
BID CURVE DATA FOR DISTRIBUTED GENERATORS AND 

CONVENTIONAL GENERATORS 
Bus 
No. 

Distributed 
Generators 

Bus 
No. 

Conventional Generators 

aDG bDG cDG agi bgi cgi

3 0. 003 20.0 0.0 1 0.2917 35.07 3591.39 

4 0. 004 19.0 0.0 2 .0.0 64.96 306.7 

5 0. 010 20.0 0.0 7 0.0322 19.18 1940.98 

6 0. 005 18.0 0.0 13 0.0322 19.18 649.99 

8 0. 002 15.0 0.0 15 0.0628 27.22 1829.71 

10 0. 003 20.0 0.0 16 0.0191 14.86 552.8 

 18 0.0191 14.86 1105.6 

21 0. 0086 30.0 1992.36 

22 0. 0112 14.17 927.15 

23 0. 0017 17.55 1160.23 
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I. INTRODUCTION 

 
Abstract—Genuine Processing techniques have been developed 

to minimize density of dislocations and other defects originating from 
thermal stresses present in Multi Junction PVs. Embedded Void 
Approach; (EVA) was used to address the defects evolution in GaAs 
growth on Si substrates. In attempts to study void effect on 
dislocation generation; elastic models were prepared for voided and 
un-voided structures. Stresses and displacements were compared and 
related to alteration in dislocation density. 
 

Keywords—Dislocation Density, Multi-junction solar cells, 
Finite Element Modeling, Thermal Stresses 

HE achievement of a PV device that collects photons in 
1.4 eV-1.0 eV range requires considerable effort. It 

happens to be the main obstacle in achieving cascade solar 
cells with conversion η > 45%. In attempts to address this 
dilemma, N was added to GaAs forming GaAsN to reduce Eg 
to ~1.0 eV while maintaining the lattice matched conditions to 
GaAs. The result was poor diffusion length, minority carrier 
lifetime, and low open circuit voltage [1]. Following the early 
reports, where an inverted structure of InGaP grown on GaAs 
substrate, lattice constant is graded to grow In0.3Ga0.7As 
followed by etching off the GaAs substrate, the problem is in 
handling ultra-thin film in large scale production [2]. 
InGaAs/GaAsP strained layered super-lattice (SLS) was lattice 
matched to GaAs and was reported successful to partially 
absorb photons in the 1.4 – 1.2 eV range however it required 
hundreds of SLS periods to fully absorb 1.4 – 1.0 eV, [3]. 
GaAs growth on Si substrates seem to offer the solution for 
the 1.0 eV sub cell problem, unfortunately GaAs/Si 
experiences thermal expansion mismatch of 54%, and a lattice 
mismatch of 4.1% These mismatches initiate dislocations at 
the interface that run through the crystalline structure of the 
films and terminate at free surfaces. Dislocations act as 
scattering centers affecting carriers’ lifetime and setting a limit 
on the performance, reliability, and lifetime of MJ-PV devices. 
Voids act as a free surface for inhibiting dislocation 
propagation, this was the main principle of Embedded Void 
Approach (EVA) [4] where a high density of micro-voids—a 
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few micrometers in length and less than a micrometer in 
diameter—are introduced into the GaAs layer near its 
interface with Si. Experimentally, the three dimensional void 
network has an average density of about 108 cm-2, dislocations 
could be reduced uniformly over large area of substrates, by 
two orders of magnitude from 109 cm-2 to 107 cm-2, [5]. 
Dislocations propagate to voids in their vicinity or can be 
redirected to be trapped in the three dimensional networks. 
Voids act as expansion joints for lattice mismatches as well. In 
this paper, the problem is parsed numerically where defects 
evolution is simulated during the processing of GaAs/Si 
device whileaccounting for temperature variations. A static 
study was performed on two elastic models, to confirm effect 
of void on defect density. 

II. PROCEDURE 
Void generation process is a three-step process that involves 

growth, etching and regrowth.  It begins with growth of GaAs 
on a Si substrate by Metal-Organic Chemical Vapor 
Deposition (MOCVD) at temperatures greater than 600°C, this 
initiates intrinsic stresses, followed by annealing at elevated 
temperature around 1000°C for stress relaxation. GaAs is then 
etched, using mask-less inductively coupled plasma- reactive 
ion etching mask-less (ICP-RIE), to expose different planes of 
GaAs and generate Nanowires (NWs).  These planes have 
different growth rates of GaAs facets, thus generating voids 
filled with low-pressure gas H2. In the final step, epitaxial 
GaAs is overgrown on the GaAs NW template and again 
followed by annealing for stress relaxation.  

Numerically, an Elastic continuum Model was built, 
GaAs/Si device was modeled with dimensions 30 μmx 12.5 
μm for width and length, respectively. The Sketch chiefly 
focused at the interface region where a partition divided the 
length into two non-equal parts; GaAs has length of 2.5 μm 
whereas Si length is 10 μm, voids have random size and 
vertical orientation with average length of 1 micrometer. 
Material Properties identified for Si and GaAs are listed in 
table 1. Simulation was run on ABAQUS software. Unit 
system used was MPA, as classified by ANSYS, which is 
similar to SI and CGS unit systems, where mass is in tones; 
length is in mm and pressure in MPa. Young’s Modulus and 
Poisson’s Ratio for both materials were considered for (111) 
plane; closely packed plane. Material Parameters selected are 
listed in table Iin appendix. Static general analysis was 
performed where maximum number of increments was 1, 
minimum increment size of 1e-5 and maximum of 1. 
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Thermal stresses occur when structure temperature drops 
from 1000°C, annealing temperature to 25°C, room 
temperature. The model experiences two steps each with the 
assigned temperature. Displacement Constraints were applied 
by using boundary conditions to the top right node of the 
substrate in x and y, since all translational and rotational 
degrees of freedom need to be constrained, i.e. U1= U2= 
UR3=0. For inspecting the validity of stress reduction with 
voids, the previous procedure was carried out for Void and no-
Void models. Approximate mesh global seed size of 0.0005. 
The un-voided model was structure-meshed; voids were free 
meshed with minimized mesh transition medial axis as 
complex geometry prevailed. For both models, Element shape 
was Quadratic and Element type was set to CPS4R, denoting 
4-node bilinear, plane stress, quadrilateral, reduced 
integration. The finite element mesh contained 2171 nodes and 
1994 elements for mesh with voids whereas un-voided mesh 
contained 1586 nodes and 1500 elements. Results based on 
average element output at nodes, averaging threshold 75% 

 
Figure1EVA Fabrication process chart a) Silicon Substrate b) 
MOCVD growth c) Annealing d) Etching e) Overgrowth and 

creating voids f) Annealing 

III. DISCUSSION 
After implementing nearly 20 voids in the voided structure, 

it should be mentioned that obtained interface stress results, 
measured from silicon substrate, were reduced from 216 MPa, 
without voids to 186 MPa with voids. Whereas stresses 
measured from GaAs are 265 MPawith voids and216 
MPawithout. Stress value at top of GaAs film was higher for 
voided structure; stresses peaked at the center of film top 
with186 MPa, without voids stress value is 173 MPa. An 
explanation for raise in stress is that voids act as 
discontinuities or stress singularities in the structure levitating 
stresses while annihilating dislocations. It is the main purpose 
of EVA to reduce defects number which act as barriers for 
charge carriers in the semiconductors; voids result in higher 
fatigue and less defects. Lower surface stresses signify less 
dislocation densities. Stress Contour plots acquired are shown 
in fig. 1 and 2 for both models. Substrate bottom stresses were 
reduced significantly from 108 MPa to 79.5 MPa when voids 
were applied. Maximum Spatial Displacement, 0.141 μm, 
occurred at top of film left side, for voided model. Same BCs 
were applied to un-voided model; the displacement had a 
higher value of 0.158 μm. Spatial displacement plots are 

shown in fig. 3 and 4. It was perceived that voids closer to the 
interface, yielded higher stress values, at that region, than 
those at a greater distance from the interface. Unfortunately, 
when voids are shifted upwards, they raise stresses at other 
regions i.e. GaAs film top. Void network positioning is 
crucial. Moreover, it was noticed that resulting stresses depend 
on void density; this was confirmed when a stress of 248 MPa 
at GaAs and 124 MPa at Si layer were obtained after 
implementing 40 voids. 

Assuming an elastic response from, the effect of raising 
temperature from T0 to T initiates thermal stress, σT which is 
given by 

              (1) 
Where Δαis difference in thermal expansion coefficient in K-1 
between substrate and film (Δα=αs-αf), ΔT is change in 
temperature, E is Youngs Modulus. For Silicon thermal stress 
is 431 MPa and 814.3 MPa for GaAs. Since the two materials 
are considered isotropic (ε=εx=εy, σ=σx=σy), the misfit stress 
in the upper layer is 
 

         (2) 

Where i denotes layer number, normally this is the stress 
present in upper layer when the substrate is ultimately thick 
compared to film thickness, hs/hf<<<1. The equations for top 
film stress σ and average film stress  are related to 
film/substrate thickness ratio (ξ=hf/hs) and Biaxial Young’s 

Modulus ratio as seen in (Hutchinson [1996]). 

Equations for top film stress σ and average film stress are 
given by the following relations [6] 

              (3) 

 

              (4) 

The curvature of the bilayer could be concluded as 
 

               (5) 

The curvature of the bilayer could also be calculated. Radius 
of curvature ρ=1/κ, where κ is in mm. Mismatch stress in 
GaAs layer is 653.9 MPa with a negative sign indicating 
compression, while stress at film top is 226 MPa, higher by 50 
MPa than that obtained from simulation, and average film 
stress is 286.6 MPa. Curvature Value is 232 corresponding to 
a curvature radius of 4.32 mm. Applying basic Pythagoras 
Theorem on nodal displacement on model without voids, 
curvature of radius was found to be 5.24 mm. While a radius 
of 7.03 mm was obtained for voided model. Curvature radius 
indicates the variation of the unit tangent direction, the higher 
the curvature radius, the less the deflection. 
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Figure2Von Mises Stress Average 75% without voids 

 

 
Figure3Von Mises Stress with Voids 

 
Figure4 Spatial Displacement without Voids 

 
Figure5Spatial Displacement with Voids 

IV. CONCLUSION 
In conclusion, thermal stresses and therefore dislocations have 
shown reduction when voids where introduced near the 
interface of GaAs/Si cell. The paper discussed two elastic 
models illustrating void effect on dislocation density. A 
reduction in stress at Si layer of 14% while GaAs stresses rose 
to 18%, reduction in maximum displacement is 11%. The 
approach may address a solution for the 1.0 eV sub cell 
problem; permitting an efficiency raise to 45%. Void density 
and positioning should be controlled for stress reduction. 

APPENDIX 
Table I 

Parameter Si GaAs Unit 
Young’s Modulus 168.9 144 GPa 
Poisson’s Ratio 0.262 0.31 __ 
Density 2.33e-9 5.32e-9 ton/mm3 

CTE (α) 2.616 e-6 5.8 e–6 K-1 

Slip System {111} 
< 10> 

{111} 
<110> 

__ 

Lattice Constant 0.543106 0.56533 nm 
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Abstract— Contaminated insulators in polluted areas may lead to 

flashovers if they are not cleaned periodically. Flashover in most 
cases leads to lengthy service outages; hence it has a considerable 
impact on power system reliability. In this paper, a combined image 
processing artificial neural networks algorithm has been developed 
for the estimation of contamination level in high voltage insulators. 
Image processing has been used to extract needed features form 
images captured by digital cameras. The type of features which is 
considered is the “histogram based statistical feature” such as mean, 
variance, skewness, kurtosis, energy and normalized histogram error. 
On the other hand, using these features, a neural network has been 
successfully designed to correlate the insulator captured image and 
the contamination level. Testing of the developed algorithm showed a 
high successful rate in estimating the contamination levels of unseen 
insulators. 

I. INTRODUCTION 
lectric power is the backbone of development and 
economy of any country.  Demand for electricity is 
increasing rapidly worldwide and consequently 

construction of power plants and overhead transmission lines 
has increased. Overhead transmission lines and substations 
insulators are one of the cheapest but the most vital part of the 
power system.  Insulators only amount to a small percentage 
of a new line’s and substations total capital cost, but majority 
of power outages can be attributed to their bad performance, 
which directly influence the reliability of the electric power 
system.  They are considered the most significant single piece 
of hardware item, which can affect the overall performance of 
high voltage transmission lines and substations.  The 
economic impact of failure of a single insulator in-service can 
be very high [1]. Insulators are designed to withstand both 
mechanical and electrical stresses under specified operating 
conditions and at the same time meeting the user’s applicable 
economic criteria.  
When an insulator is polluted and wetted, its withstand and 
flashover voltages are reduced.  Contaminant particles in the 
presence of moisture form conducting films on the insulator 
surface, allowing leakage current to pass.  This current will 
heat the surface leading to formation of dry bands in areas of 
high current density.  High voltages will build up across those 
bands and may cause partial discharges leading to insulator 
flashover [2, 3].  
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Insulator surface contamination and subsequent flow of 
leakage current have caused operating problems for electric 
power utilities since electrical power has been in use. The 
effect of leakage current and insulator flashover is a major 
practical concern for continuity of electric power supply.  
Mitigating measures may have to be adopted in order to 
improve the performance of the power transmission system.  
The measures to be taken depend on the contamination 
severity of the region.  These include choosing insulator 
designs that promote minimum deposit accumulations, 
choosing insulators with longer leakage paths or performing 
insulator washing etc [4, 5].  
The issues concerning determination of the level of 
contamination of power transmission lines have been 
studied in different research centers and energy systems 
for over 50 years. Due to concerns about severe 
environmental pollution, this issue is still of interest 
today. Therefore different methods have been developed to 
monitor and assess the surface contamination level such as 
Leakage current (LC), Acoustic emission and Digital image 
processing methods. Under conditions where the relative 
humidity is less than 90%, it appears that the LC would not be 
a good indicator [6, 7]. Furthermore, LC measurement can be 
significantly affected by the presence of other electromagnetic 
waves in the site. Also, installing LC apparatus required 
certain arrangement and reconstructing of insulator [8]. While 
the drawback of the acoustic emission method is that it can be 
influenced by the background noise [9]. The use of digital 
image processing method has been adopted by two different 
groups of researchers. Xin et al. [10] and Zhonglin Xia et al. 
[11] investigated the use of digital camera in determining the 
dirty area ratio of insulators using digital image processing. 
They pointed out that the ratio of the dirty area with respect to 
the insulator total area may help in determining the 
contamination severity.   
The hereby proposed method is based on digital image 
processing and artificial neural networks to estimate the 
contamination level of insulators. The developed method 
allows electric utilities to prevent catastrophic flashovers and 
reduces forced outage time by giving accurate information 
about the contamination level in advance without human 
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intervention, and to determine when washing is 
necessary. 

II. PROPOSED ESDD ESTIMATION ALGORITHM 

In this paper, an algorithm for estimating the contamination 
level of high voltage insulators based on image processing and 
artificial neural networks has been developed. Using this 
algorithm, important extracted features from insulators images 
will be correlated to the equivalent salt deposited density 
(ESDD) level and hence the possibility of flashovers can be 
detected. The flowchart in fig.1 is a complete step by step of 
the work that has been done. A digital camera has been used to 
capture images for the naturally polluted collected insulators, 
after that, ESDD values of the collected insulators have been 
estimated at the high voltage lab at King Fahd University of 
Petroleum and Minerals (KFUPM). Edge based segmentation 
technique as well as matrix manipulation was used to segment 
captured insulators images. Based on the histogram of the 
insulator hue segmented image, a number of statistical features 
have been extracted. After that, a neural network has been 
successfully designed to correlate the insulator extracted 
features and its contamination level. Finally, testing of the 
developed estimation algorithm for estimating the 
contamination level of unseen insulators has been made. 
  

 
Fig. 1 Proposed ESDD estimation algorithm 

 
The following subsections give a brief discussion on the most 
important steps in the proposed algorithm. 

A. Insulator Image Segmentation and Features Extraction  
Segmentation of image is considered as one of the most 
important preprocessing tasks in image processing. It is used 
in many applications that depend on computer vision such as 
hand written recognition, locating objects in images, medical 
imaging, machine vision, face and finger print recognition and 
many other applications. In this paper, edge-based 
segmentation technique has been used to do segmentation. 
Edge-based segmentation means partitioning an image 
(separating the objects and background in an image) based on 
the edge in that image. The edge is defined as the boundaries 
between two regions in an image having different attributes 
according to some property such as intensity (gray level), 
texture or color. Therefore edge based segmentation requires 
some edge detection techniques before segmentation. Using 
this method, the boundaries that represent objects in an image 
are detected, thus these boundaries can be used to specify and 
identify these objects [12]. 

In this paper, Sobel operator is used for edge detection. This 
operator detects the edges by performing a 2D spatial gradient 
calculation; hence the areas of high gradient values are related 
to edges [13]. In sobel operator, the calculation of the gradient 
at each point in a grayscale image is done using two 
convolution masks (  and  )with 3x3 sizes, where these 
masks are convolved with the grayscale image, one of them 
approximate the gradient in the x-direction , and the 
other approximate the gradient in y-direction . 

 

                (1) 

 
      ,           (2)  
 
Accordingly, the gradient component  and 

are produced separately, these can then be combined 
together to calculate the absolute magnitude of the gradient 
and the direction of the gradient at each point [13]. The 
approximate magnitude and direction (θ) of the gradient 
calculated as follow: 
 
            ,                        (3) 
                                                 
 θ: measured with respect to the x-direction.  
Image features are of major importance in identification and 
analysis of regions in an image (image interpretation). They 
are considered as a distinguishing primitive attributes or 
characteristics of an image. In this paper, the color model that 
has been used for features extraction is the HSV (hue, 
saturation, value) model, especially the hue component. 
According to that, the RGB segmented insulator was 
transformed to HSV model. This model was used because it 
aids in finding numerical differences between insulators of 
different pollution levels; moreover it helps in reducing the 
effect of uneven illumination on insulator surface [14].   
 
The histogram of the hue image is a graphical representation 
of the frequency occurrence of each hue value in the image 
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[13]. Let   where L is number of hue 
levels in the image. Therefore, the normalized histogram can 
be determined as follow: 
 
                                                                               (4) 
 
Where is the percentage (probability) of the number of 
pixels which belongs to level j, while n is the total number of 
pixels in the image and  is the number of pixels at level j. 
The histogram is usually represented using a bar chart with 
one bar per hue level. The amplitude of each bar represents the 
number or percentage of pixels that are related to each level. 
Fig. 2 shows an insulator image and its hue histogram with 
250 levels. 

 
Fig. 2 Image and its hue histogram with 250 levels 

 

Many statistical features, which describe an image or its 
objects, can be extracted from the hue segmented image 
histogram [15]. Such as the mean (m), variance, skewness 
(skew), kurtosis, energy, difference and the normalized 
histogram error.  
The normalized histogram error between two images (have the 
same view but one of the image has some noise) provides a 
good measure about the difference between the two images. 
Hence a high value of the normalized error (Normalized 
histogram error) means the difference between the two images 
is high (the image which have noise are highly polluted) and 
vise versa. In addition to the normalized histogram error 
feature, the subtraction between the histogram (difference 
feature) of the two images (clean and dirty) gives a good 
indication about the variation between the two images. 
Normalized histogram error and difference features can be 
calculated as follow  
  

          (5)   
 

                        (6) 
                                           
Where is the jth hue level (number of level in histogram is 
L). Where  and   are the percentage (probability) 
of the number of pixels which belongs to level j for image one 
and two respectively.  and  are number of pixels 
which belongs to level j for image one and two respectively.  

B. Artificial Neural Networks 
   Multi-layer Feed-forward Neural Network (MFNN) is 
considered as one of the most important commonly used 
method in regression and classification. In general, a MFNN 
consists of an input layer, several hidden layers, and an output 
layer. Each layer consists of several numbers of nodes 
(neuron). Where each node includes a summer and an 
activation function g. Connecting several nodes in parallel and 
series, a MFNN network is formed [16]. A typical MFNN 
network is shown in Fig. 3. 
For multi-input multi-output networks in fig. 3 [16], the input 
vector to the MFNN is given by R (t) = [r1 (t)… rny(t)]T. 
Therefore, the input to the jth hidden unit is 
 
                                           (7)
  
where are the weights of the hidden layer and  is the 
bias term.  The output of the jth hidden neuron is 
 
                                                           (8)
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Fig. 3 Typical multi-layer feed-forward neural networks 

 

Where  is the activation function.  The equations for the 
output nodes with linear activation functions are 
 

                                          (9)

  
Where the “ ” superscript denotes the output, L is the number 
of neurons in the hidden layer, denotes the kth output 
unit where k from ( 1, …,nu.). The neural network is trained 
using the back-propagation algorithm, which seeks to find 
optimum weights biases of the neural network along the 
negative gradient of a cost function. The cost function is 
described by  
 
                                                      (10)

  
Where  and   denote the actual and desired outputs 
respectively. 
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III. DESIGN OF A COMBINED IMAGE PROCESSING - NEURAL NETWORK 

ALGORITHM FOR ESDD ESTIMATION 

The statistical features extracted from the processed insulator 
captured images are used as inputs to the developed neural 
network. The feature vector was consisted of seven statistical 
features. Therefore, the number of inputs to the developed 
neural network is seven and number of outputs is one 
(contamination level) as shown in fig.4. The used training 
input matrix looks as follows: 
 

                (11) 

 
Where, n denotes the number of features patterns for training. 
The developed neural network has three layers (input, hidden 
and output) as shown in fig.3. The activation functions that 
have been used in the hidden layer and the output layer are the 
nonlinear (Tansig) and linear function (Purelin), respectively. 
 

 
Fig. 4 Developed neural network structure 

IV. RESULTS AND DISCUSSION 

Fifty one samples of super fog porcelain insulators were 
collected (each was designated by a code); eleven samples 
from SEC and the others are from KFUPM Dhahran Electrical 
Insulator Research Station. The images of insulators were 
taken at KFUPM Dhahran Electrical Insulator Research 
Station; this location was selected because it shares similar 
environmental conditions (may be worst conditions) with 
many transmission lines and substations in the kingdom. 
Digital camera (Nikon D7000, 16.9 mega pixels) attached to a 
fixed stand was used to capture images for the collected 
insulators.  
The International Electro technical Commission (IEC) adopted 
a standard method to find the ESDD value in case of porcelain 
insulators [17]. Based on that method, the ESDD levels of the 
51 collected insulator samples were estimated at the high 

voltage laboratory at the RI-KFUPM. Table I shows the 
ESDD values of 36 collected insulators while the other 15 
ESDD values are listed in table IV. As can be seen, the 
estimated ESDD values ranges from 0.0001 to more than 
0.4 . Therefore, the levels of contamination were 
classified into four ranges: light pollution level ( ), 
medium pollution level , heavy pollution 
level  and very heavy pollution 
level . 

TABLE I  
ESDD VALUES OF 36 COLLECTED INSULATORS 

Insulator 

code 

ESDD 

value 

 

Pollution 

level 

Insul

ator 

code 

ESDD  

value 

 

Pollution 

level 

Clean 0.0009 Light 7G 0.1084 Medium 

1F 0.0221 Light 8G 0.0907 Light 

2F 0.0227 Light 9G 0.0882 Light 

3F 0.0219 Light 10G 0.0357 Light 

5AT 0.2107 Heavy 2H 0.1554 Medium 

6AE 0.1701 Medium 3H 0.0314 Light 

7A 0.1866 Medium 4H 0.1400 Medium 

1D 0.2735 Heavy 5H 0.0730 Light 

2D 0.2962 Heavy 6H 0.0273 Light 

3DE 0.2894 Heavy C1 0.0007 Light 

5DE 0.2738 Heavy C2 0.0007 Light 

10BE 0.4461 Very Heavy C4 0.0009 Light 

11BE 0.4083 Very Heavy C5 0.0009 Light 

12B 0.4134 Very Heavy C6 0.0008 Light 

1G 0.1066 Medium C8 0.0008 Light 

3G 0.0207 Light C10 0.0009 Light 

5G 0.0760 Light C11 0.0007 Light 

6G 0.1659 Medium C12 0.0009 Light 

 

A. Results of Insulators Images Segmentation and Feature      
Extraction 
Segmentation of insulator image has been done in two stages 
using Matlab software. In the two stages, segmentation has 
been done for grayscale insulator image as shown in fig.5-a.  
In the first stage, the cap of insulator has been excluded from 
the image using matrix manipulation, where all of the pixels 
values which is above the edge between the cap and insulators 
have been changing to zero (The position of that edge is fixed 
for all insulators images) as shown in fig.5-b. In the second 
stage, the background of the image has been excluded using 
edge based segmentation method. Fig.5-c shows the final 
RGB segmented image. 
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Fig. 5 (a)-Origin grayscale image (b)-First stage segmented image (c) 

- final RGB segmented image   

Based on the histogram of the hue segmented insulator image, 
statistical features such as mean, variance, skewness, kurtosis, 
energy, normalized histogram error and the percentage 
difference between the hue histograms of clean reference 
image and the collected ones were extracted. Table II shows 
the statistical feature values of different insulator samples as 
well as its corresponding ESDD values. 
 

TABLE II 
SAMPLE OF STATISTICAL FEATURES AND ITS CORRESPONDING ESDD VALUES OF 

DIFFERENT POLLUTED INSULATORS 

Image code C9 7A 9AE 12B 6DT 10BE 

Difference 8.7138 27.141 27.041 57.111 53.082 59.732 

 Normalized 

error 
0.2422 2.0792 1.8794 11.249 9.0245 10.067 

Mean 19.041 22.384 23.01 23.529 26.264 23.794 

Variance 818.05 701.83 748.32 273.26 896.72 312.24 

Skewness 6.9847 5.9281 5.7977 9.4155 5.5034 9.1282 

Kurtosis 52.149 40.022 38.375 103.46 34.12 95.424 

Energy 0.0975 0.0643 0.061 0.1047 0.0816 0.0947 

ESDD 0.0009 0.1862 0.1813 0.4138 0.3023 0.4469 

 

B. Training and Validation of the Developed Artificial 
Neural Network 
To train and test the neural network, the collected insulators 
have been divided into a training group and a testing one. 
Thirty six insulators with their features patterns and ESDD 
levels are used for training the developed neural network. The 
other fifteen insulator samples with their features and ESDD 
values are used for testing the developed neural network.  The 
insulators groups with their code numbers and corresponding 
ESDD levels, selected for training and testing the networks, 
are given in Tables I and IV, respectively. The outputs of the 
developed neural network are assigned letters as in Table III. 
The training of the neural network is accomplished using the 

most commonly used training algorithm (gradient back-
propagation).    
 

TABLE III  
NEURAL NETWORK OUTPUTS 

Pollution Level ESDD Range Output 

Light level  A 

Medium  B 

Heavy  C 

Very heavy   D 

 

Different number of hidden units has been tried such that the 
performance of the network was optimized. The number of 
hidden neurons in the optimized neural network was seven, 
where the mean square error (MSE) for training and testing 
was the minimum (MSE=0.0011) and (MSE=0.0024), 
respectively. The validation results of using the testing data 
given in table IV (for fifteen insulators) indicated that the 
developed neural network was able to predicate correctly the 
level of contamination for twelve insulators, while for the 
other three the pollution level was wrongly estimated. 
According to that, the performance of the developed network 
is 80%. Further detail for validation results is given in Table 
IV. The absolute error column in that table represents the 
absolute difference between the measured and predicted 
ESDD value. 

TABLE IV  
VALIDATION RESULTS 

Insulator 

code 

Measured 

ESDD value 

 

Actual 

Pollution 

level 

Predicted 

ESDD value 

 

Predicted 

Pollution 

level 

Absolute 

Error 

4F 0.0234 A 0.0546 A 0.0312 

8A 0.2003 C 0.073 A 0.1273 

C13 0.0009 A 0.0129 A 0.012 

9AE 0.1817 B 0.1435 B 0.0382 

4D 0.2765 C 0.3317 D 0.0552 

6DT 0.3024 D 0.2546 C 0.0478 

13BT 0.4468 D 0.3804 D 0.0664 

14B 0.4162 D 0.3992 D 0.017 

2G 0.1863 B 0.1821 B 0.0042 

4G 0.0217 A 0.0951 A 0.0734 

1H 0.0279 A 0.0316 A 0.0037 

7H 0.0789 A 0.0477 A 0.0312 
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C3 0.0007 A 0.0113 A 0.0106 

C7 0.0007 A 0.0103 A 0.0096 

C9 0.0010 A 0.0053 A 0.0043 

 

V. CONCLUSION 
In this paper, an algorithm for estimating the contamination 
level of high voltage insulators without the intervention of 
humans has been developed. The developed algorithm is based 
on a combination of image processing technique and artificial 
neural networks. Levels of contamination are classified into 
four categories: light pollution level, medium pollution level, 
heavy pollution level and very heavy pollution level. 
Segmentation of insulator image has been done in two stages 
using Matlab software. In the first stage, the cap of insulator 
has been excluded from the image using matrix manipulation. 
In the second stage, edge based segmentation method was 
used to exclude the background. Image processing has been 
used to extract needed features form insulators hue segmented 
images to assess the contamination level that would lead to a 
flashover.  The types of image features were considered is the 
histogram based statistical feature. Multi-layer Feed-forward 
Neural Network (MFNN) was used to design a neural network 
which is capable of predicting the level of contamination 
(ESDD level) of polluted insulators. The input to the network 
is the extracted features of insulators images and the output is 
the pollution levels. The rate of success of the developed 
algorithm is 80%.  It is expected that the developed algorithm, 
if well implemented, will prevent catastrophic flashovers and 
reduces forced outage time by giving accurate information 
about the contamination level in advance. Hence improving 
the overall reliability of the electrical system.  
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Abstract— In this paper, intelligent control scheme using artificial 
neural network (ANN) is proposed for doubly fed induction generator 
(DFIG) based variable speed wind turbine system. ANN based rotor 
loop design is developed for variable speed wind turbine and the 
rotor side controller is proposed for DFIG to improve its transient 
performance in all wind speed conditions. For comparative analysis, 
the conventional vector control scheme is also implemented for the 
system under investigation. It is observed, from the results, that the 
dynamic performance of the DFIG is improved with the proposed 
intelligent control scheme, as compared to the conventional control. 
The simulations are carried out using MATLAB platform.  
 

Keywords— Artificial neural network (ANN), Doubly fed 
induction generator (DFIG), Intelligent control, Variable speed wind 
turbine, Vector control.  

I. INTRODUCTION 
 

N recent years, exploitation of fossil fuel is on the rise 
leading to the increased air pollution by greenhouse gases. 

As an alternative, renewable energy systems, especially wind 
energy generation, have attracted great interests. Large wind 
farms have been installed or planned across the globe and the 
power ratings of the wind turbines are increasing. Wind power 
installed capacity is growing at the rate of 20% annually on 
the average around the world, and its cost has decreased 50% 
in the last 10 years [1]. In wind farms, wind turbines based on 
DFIG, with converters rated at 25% - 30% of the generator 
rating, are used as compared to wind turbines using a fixed 
speed induction generator, due to variable speed operation, 
four-quadrant active and reactive power capabilities, lower 
converter costs, lower power losses, higher efficiency, reactive 
power production, and flexible control of DFIG [2-4]. Many 
researchers have attempted to improve DFIG transient 
performance by developing different control schemes in the 
past. In [5], the authors investigated and compared the 
different crow bar protections and rotor side converter restart 
schemes to improve DFIG transient performance. A new 
series and parallel connected grid side converters with 
conventional DFIG was developed to damp out the stator and 
rotor currents oscillations in [6]. The authors in [7] used 

particle swarm optimization (PSO) to design the optimal PI 
controllers for the rotor side converter and grid side converter 
of DFIG for a particular wind speed. In [8], the authors used 
intelligent control techniques for the variable speed cage 
machine used for the wind generation system, in which a cage 
induction machine is considered and a fuzzy control system is 
used to drive the wind energy conversion system to the point 
of maximum energy capture for a given wind velocity. Fuzzy 
logic is used to develop an advanced and intelligent control 
strategy for a line excited cage generator system used for wind 
power applications in [9]. In [10], ANN control technique has 
been developed for DFIG based wind energy generation 
system.  

This paper presents the design and implementation of 
intelligent control scheme using ANN for DFIG based 
variable speed wind turbine system. The first part of the paper 
explains the modeling of wind turbine and ANN based rotor 
loop design and the second part illustrates the modeling and 
implementation of ANN based intelligent rotor control of 
DFIG. The conventional vector control scheme is also 
implemented on the same system to present the comparative 
analysis of performance with the proposed ANN based control 
scheme.  It is demonstrated through results that the ANN 
based control scheme ensures better stability and regulation of 
the power generated by the DFIG based wind turbine system.  

II. MODELING OF WIND TURBINE 
 

Wind turbines produce electric power by using the power of 
the wind to drive an electrical generator. The power contained 
in the wind is given by the kinetic energy of the flowing air 
mass per unit time [11] and is given as: 
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Although Eq. (1) gives the power available in the wind, 
the power transferred to the wind turbine rotor is reduced 
by the power coefficient,  
 

 

 
 

 

 
 

Where,  is the power contained in wind (in watts) , 
ρ is the air density (1.225 kg/m3 at 15°C and normal 
pressure), A is the swept area in square meter, and V is 
the wind velocity in m/sec. Fixed pitch wind turbine has 
been modeled to drive the DFIG. The number of blades 
are considered as 3, blade radius is considered as 13m 
with fixed pitch as (  = 0) [12]. Cp is calculated as 
 

 

 
Where, 
C1=0.5176, C2=116, C3=0.4, C4=5, C5=21, C6=0.0068 

 

 
And turbine torque is  

 
Where,  
 
The relationship of Cp, λ and β is nonlinear. The tip 
speed ratio  is given by: 
 

 
Where, R= radius to tip of rotor 
 

Under rated wind speed conditions, pitch angle β is 
considered zero. Therefore, the three-dimensional 
relationship of Cp, λ and β turns to the two-dimensional 
relationship of Cp and λ, and for wind speed conditions 
above rated speed, pitch angle β is controlled to get 
steady output power. Because the wind power 
generation is a complex nonlinear system, ANN based 
control method is proposed in this paper. ANN offers 
many advantages over nonlinear adaptive controllers in 
terms of robustness, improved performance, learning 
capabilities, and increased flexibility [13]. Fig. 1 shows 
the systematic diagram of ANN implementation to obtain 
Cp vs. λ characteristics of wind turbine at different β. 
 
 
 
 
 
 
 

Fig 1 ANN block for Cp vs. λ  characteristics 
 

The Cp (λ, β) curves are known for some discrete 
values of β( β =0….20). The discrete values are used as 
training data for the ANN. The neural network has two 
inputs, λ and β, and one output Cp, and it consists of two 
hidden layers. The standard back-propagation algorithm 
is used for learning. The neural network, so designed, is 
able to produce a power coefficient for any value of tip 
speed ratio in the range [0...20] and for any continuous 
pitch value in the range [0...20]. Obtained with ANN, the 
Fig 2 shows the Cp vs. λ characteristics of wind turbine at 
different β. 

λ   
       ANN    Cp 
β 
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Fig 2. Cp vs. λ characteristics of wind turbine at different β. 

III. MODELLING OF DFIG 

 
DFIG is basically a wound rotor induction machine in 

which stator is directly connected to the grid, and the 
connection of the rotor to the grid is via a back- to-back 
(PWM) convertor as shown in Fig. 3. 

 
 
Fig.3 Schematic diagram of a DFIG-based wind energy 
generation [14]. 

 
The DFIG is modeled same as induction machine. 

Stator and rotor windings are identical, sinusoidally 
distributed and displaced 120 degree apart. In order to 
explain the actual behavior of the DFIG, dynamic 
equations are considered for more realistic observation. 
From the control point of view of the machine, the d-q 
representation of an induction machine leads to control 
flexibility. The dynamic behavior of the DFIG in 
synchronous reference frame can be represented by the 
Park equations provided all the rotor quantities are 

referred to the stator side. The stator and rotor voltages 
are expressed as [15]: 

 
 

 
 

 
 

 

The flux linkage equations of the stator and rotor can be 
related to their currents and are expressed as: 

 
 

 
 

 
 

 
Where Lss = Ls +Lm and Lrr = Lr + Lm 
The electromagnetic torque developed is expressed as: 

 

 
Where, Tm is positive for motoring operation and 

negative for generator operation. Equations (8) to (16) 
are the set of differential equations which represent a 4th 
order model for describing the dynamic behavior of 
DFIG. These equations are simulated in MATLAB to 
develop a model of the DFIG for analysis. In the 
simulated model, the mechanical torque, the stator and 
rotor input voltages and the synchronous speed are the 
inputs and the electromagnetic torque, the stator and 
rotor currents and the rotor speed act as the outputs. 
The model can be run in sub-synchronous as well as in 
super-synchronous mode. In sub-synchronous mode (ωe 
>ωr ) positive load torque will operate the model as a 
motor while in super-synchronous mode (ωr >ωe ) a 
negative load torque will operate the model as a 
generator. The power flow scheme of both operating 
modes is shown in Fig 4 [16]. 
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          Fig.4 Power flow of a DFIG system [16]. 
 

IV. CONTROL SCHEME OF DFIG 
 

Power regulation between the generator and the grid is an 
essential requirement when DFIG is connected to an existing 
grid [17]. The control technique can be applied on both rotor 
side converter (RSC) and grid side converter (GSC). The 
objective of the RSC is to control both the active and reactive 
powers independently; while the objective of the GSC is to 
keep the dc-link voltage constant, regardless of the magnitude 
and direction of the rotor power. This control technique is 
called vector control technique and is a conventional 
technique. In this paper, the main focus is the design of the 
ANN based RSC controller.  
 

A. Conventional RSC Controller Design 

In order to achieve a decouple control of active and reactive 
power; stator flux oriented vector control scheme is adopted. 
In the stator-flux oriented reference frame, the d-axis is 
aligned with the stator flux linkage vector s, namely, ds 
= s and qs = 0. Stator voltage drop across resistance has 
been neglected [18]. The frequency and amplitude of the stator 
or grid voltage is assumed constant. Thus 
Vds = 0, Vqs = Vs and ds = s , qs = 0.  Neglecting the stator 
resistance, Rs =0, then eq. (8) to (15) become 
 

 
 

 

 
 

 

 

 
And  

 
 

 
 

 
 

 
 
Now by using eq. (21-24) the eq. (19-20) are: 
 

 

 

          
 
by solving these eq. we have: 
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               Fig.5 Vector control scheme of RSC 
 

B. Proposed ANN controller 

ANNs are powerful tools for modelling. ANNs can identify 
and learn correlated patterns between input data sets and 
corresponding target values. After training, ANNs can be used 
to predict the outcome of new independent input data [19]. 

In this paper, the data set from Conventional PI controller is 
used to train ANN structure, with one input layer and one 
output layer and number of hidden neurons as two, using 
Levenberg-Marquardt back propagation method. In the 
training process, 70% data is used for training, 15% is used for 
validation and 15% is used for testing. The ANN speed control 
technique block in a vector controlled drive system is shown 
in Fig. 6. The controller observes the pattern of speed loop 
error signal and correspondingly updates the output so that 
actual speed  matches the reference speed . 
 
 
ωr_ref  +                                               irq

* + 
              

-                                                               - 

         ωr                                                     irq         
   
            
             
            Fig.6 Proposed ANN control structure. 
 

V. RESULTS AND DISCUSSION 

 
Simulation studies are carried out on a 3hp DFIG and its 

control scheme is implemented in MATLAB environment. 
The parameters used are given in Appendix. When, after 5 sec, 
there is a step change in wind velocity from 12 m/s to 10 m/s, 
the simulation results with conventional PI tuned controller 
are shown in Fig. 9-12.  

 
                          Fig. 7 Wind velocity 

 

 
 
                  Fig. 8 Mechanical input torque 
 

   Fig. 9 Rotor speed with conventional PI controller 
 

 
         Fig.10 Torque with conventional PI controller  
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               Fig.11 Rotor current without ANN 

 
 
Fig.12 Stator current with conventional PI controller 
 
The results with the proposed ANN control scheme are shown 
in Fig. 13-16.   

 
     Fig.13 Rotor speed with ANN control scheme 

 
  Fig. 14 Torque with ANN control scheme 
   
 
 

 
                          
       Fig. 15 Rotor current with ANN control scheme 
 
 

 
    Fig. 16 Stator Current with ANN control scheme 
 
From Fig. 9-16, it is evident that the disturbances caused in the 
rotor speed, electromagnetic torque, stator and rotor current 
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are smoothened and with the use of the ANNs and less 
oscillatory as compared to conventional PI controller. 
 

VI. CONCLUSION 
 
An ANN based speed control scheme of DFIG, driven by a 
wind turbine, has been developed. The developed ANN 
control scheme has reasonable accuracy and simple structure. 
The comparative analysis of the performance with the 
intelligent and conventional controllers shows that ANN is 
very effective on the stabilization of the system. 

APPENDIX 
Stator Voltage 220V 
Rs 0.435 ohm 
Rr  0.816 ohm 
Xs 0.446 ohm 
Xm 0.43 ohm 
Xr 0.446 ohm 
No of pole pair 2 
J (Inertia constant) 0.08 kg.m2 
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Abstract—Daylighting rules of thumb are simple and 

comprehensive principles, which can be readily applied in the design 

process to predict or achieve daylight conditions deemed appropriate 

for an interior. They have been expressed in a variety of modes in 

architectural and can be divided into categories based on the 

parameters which constitute them. One of the categories is floor 

depth. This paper presents the impact of different floor depth on 

daylighting performance of the simulated office room using 1 meter 

shading device under overcast sky and intermediate sky without sun. 

Several parameters such as shading device, ceiling height, and 

material reflectance have been appointed. Models then were 

simulated and analyzed using an application of IES_VE software 

called RADIANCE. Existing daylighting rules of thumb has been 

modified and thus create new formula for Kuala Lumpur sky based 

on the smallest academic office as a lecturer room in public 

university. All these successfully resulted equations can be 

considered as simple formulas that can ease everybody to estimate 

daylighting based on parameters mentioned above. 

 

Keywords— daylighting, floor depth, radiance, rules of thumb.  

I. INTRODUCTION 

here are many reasons for the renewed interest in 

daylighting, with the increasing cost of fossil fuels and the 

realization that sources of electricity have a finite life, being 

quoted as most cogent; but perhaps even more important are 

the less tangible aspects of daylighting which relate more to 

the human spirit and the need for a quality of life [1]. Daylight, 

by displacing electric light use, reduces carbon dioxide 

emission and, in turn, the greenhouse effect [2]. 

Daylighting became a minor architecture issue because of 

the availability of efficient electric light sources, cheap, 

abundant electricity and the perceived superiority of electric 
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lighting [3]. Daylighting should be adopted to overcome the 

excessive use of electrical energy in office space .There are 

many benefits for using natural light, for examples reduction in 

electrical energy consumption and a better indoor quality as 

often been quoted in the literature.  

The use of artificial lighting not only consumed energy but 

also produced waste heat inside the building that eventually 

contributed to the heating or cooling load [4]. The use of 

natural light has been seen as important in improving the 

environmental quality and energy efficiency of buildings [5].  

II. DAYLIGHTING RULES OF THUMB AND FLOOR DEPTH 

The Cambridge International Dictionary of English defines 

Rules of thumb as a practical and approximate way of doing or 

measuring something [6]. Or in other word, rule of thumb in 

daylighting is an attempt towards simplification of a complex 

reality. According to [7], rules of thumb have been regarded 

by some authors as a form of knowledge which has no 

theoretical reasoning and is therefore unreliable. This 

perception can be dispelled by adapting a typological approach 

in dealing with rules of thumb in daylighting. Daylighting rules 

of thumb can be scientifically examined if their typological 

limitations are determined and addressed [8]. One of these is 

floor depth.  

A limiting depth of not more than 4 meters for unilateral 

sidelit room has been proposed by [9] and [10]. According to 

[9], suggests a limiting depth of 4 meters for office space with 

a normal ceiling height as a condition for achieving a 2% 

daylight factor at the back of the room. A slightly higher 

limiting depth of 4.5 meters for a „primarily daylight‟ or a 

„fully daylit‟ zone was proposed by [11] and [3] for non-

residential buildings. According to [11], this distance allows 

the space to be fully daylit and especially suitable for clerical 

work. It was [12] and [13] who prescribe sufficient daylight 

penetration into room of about 4 to 6 meters from window 

could possibly be considering partially daylit area between the 

limiting dimensions. Reference [14] claims that a typical office 

building could provide full illumination to task areas between 

3.5 to 4.5 meters from window and partial illumination to 

areas not more than 7.5 to 9 meters from window. In general, 

beyond 6 meters from a window, the area can be considered as 

„partially daylit‟ which means the area could still be daylit but 

it may have to rely on artificial light for a considerable period 
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Intermediate Sky Without Sun 
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during daytime.  

III. EXTERNAL SHADING DEVICES AND BENEFITS 

In office buildings, an appropriate selection of solar shading 

devices can control indoor illumination from daylight, solar 

heat gains, and glare while maintaining view out through 

windows, thus saving lighting and thermal energy while 

maintaining visual comfort [15]. In another study by [16], it 

was discovered that an effective passive design strategy to 

control solar heat gain in buildings is the application of 

external shading devices, which can reduce solar heat gain 

more effectively than interior devices. According to [17], 1 

meter shading device is the most suitable choice that meets the 

criteria for daylighting inside the room.  

IV. DAYLIGHT FACTOR 

The use of the daylight factor has persisted to the present 

day. The daylight factor has an important characteristic which 

is a good indicator of the overall appearance of a room. This is 

because the brightness appearance of a place depends at least 

as much on the relative luminance of surfaces within the field 

of vision as on absolute values. By definition, the daylight 

factor is a measure of the contrast between inside and outside 

[18]. Daylight factor defined as the proportion of the 

unobstructed external daylight illuminance that reaches a point 

inside the room. That is, if the room is removed, the point of 

interest would receive all the available daylight. That point 

would be having the daylight factor of 100% [19].The standard 

also outlined illuminance levels recommendations for various 

applications and the recommended daylight factor (DF) for an 

effective daylight-lit office space is 1.5%. In Table I, daylight 

levels with the associated visual tasks are outlined in more 

detail by [20]. 

IESNA and CIBSE has recommended of 100 – 200 lux for 

minimum working space illuminance where visual tasks are 

only occasionally performed [21].  

 

Table I: Amount of daylight levels for adequate visual 

performance 

Visual Tasks Illumination 

Levels (Lux) 

Daylight Factor 

(%) 

(based on 

overcast sky which 

provides 5000 lux 

on horizontal 

plane) 

Casual reading, 

ordinary factory 

bench work, etc. 

75 – 100 1.5 – 2 

Prolonged 

reading, school and 

office work, etc. 

100 – 150 

 

2 – 3 

 

Sewing, typing 

and other difficult 

visual work. 

150 – 250 

 

3 – 5 

 

Very fine work or 

in poor contrast 

250 – 500 

 

5 – 10 

 

 

V. EXPERIMENTAL PROCEDURE 

For the purpose of investigating the effects of different 

length of floor depth on daylighting and rules of thumb, this 

study use a series or simulations by an energy analysis 

program, IES_VE. A model designed based on the smallest 

academic office room (a lecturer room) in National University 

of Malaysia was simulated. The room size is approximately 

3.5m wide and 2.6m high with a full width window facing 

north. The window glass transmittance is set at 0.9 (being a 

normal clear glazed window). This room use 1m horizontal 

shading device. The variable parameter in this experiment is 

floor depth, which ranged from 3m to 10m with gradual 1m 

interval. Interior room surfaces reflectance in the simulation 

has been designated as 0.3 for floor surface reflectance, 0.6 for 

wall surface reflectance and 0.8 for ceiling surface reflectance. 

This is based on [22], the reflection surface recommended for 

general systems are from 0.7 to 0.9 for ceiling finishes, from 

0.4 to 0.7 for wall finishes and from 0.1 to 0.4 for floor 

finishes. Approximately, this is similar to reflectance criteria 

for best visual comfort in office interior proposed by [23]. The 

daylight illuminance was measured at the work plane 0.85m 

above the floor surface. Refer to Fig. 1 for the section diagram. 

The original Littlefair‟s formula was used to calculate 

daylight factors which were then correlated to the simulation‟s 

daylight factors obtained under an overcast sky. Meanwhile, an 

intermediate sky without sun type is the one that suitable for 

Malaysia sky. The original Littlefair‟s daylight factor formula 

[24] is shown below: 

                                              (1) 

 

DFavg average daylight factor 

Ag window glazing area (m
2
) 

τw transmission of window glazing 

θ sky angle measured at the center of the window in 

degrees 

As total area of the room surfaces ceiling, floor, walls 

and window (m
2
) 

R the average reflectance. For fairly light colored rooms 

such as in the case studies, a value of  0.5 is normal 
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Fig. 1 showing the section diagram of the simulated room 

model 

VI. RESULT AND DISCUSSION 

Fig. 2(a) and 3(b) show that illuminance at the back of the 

rooms were generally lower than rear due to increase room 

depth. Maximum illuminance obtained under overcast sky was 

higher than the one which was under intermediate sky without 

sun. Furthermore, centreline illuminance of not less than 100 

lux can be maintained under overcast sky at limiting depth 3 

meter meanwhile 2.5 meter for intermediate sky without sun. 

 

 
Fig. 2(a) showing centreline illuminance of floor depth under 

overcast sky 

 

 
Fig. 2(b) showing centreline illuminance of floor depth 

under intermediate sky without sun 

 
Fig. 3(a) and 3(b) show that average illuminance increased 

inside rooms with a larger percentage of window area to floor 

area. Average illuminance of about 380 lux was achieved 

inside a room with a window to floor area ratio of 20% under 

overcast sky and about 240 lux for same ratio under 

intermediate sky without sun. The linear correlation between 

average illuminance and the percentages of window area to 

floor area as shown below: 

 

Eavg ≈ 20 Aw/Af    (overcast sky)                                         (2)           

 

Eavg  average illuminance 

Aw  window area (m
2
) 

Af   floor area (m
2
) 

 

 

Eavg ≈ 10Aw/Af     (intermediate sky without sun)                  (3)                 

 

Eavg  average illuminance  

Aw  window area (m
2
) 

Af   floor area (m
2
) 

 

 

 
Fig. 3(a) showing average illuminance vs. window area to 

floor area under overcast sky 

 

 
Fig. 3(b) showing average illuminance vs. window area to 

floor area under intermediate sky without sun 

 
Analyses were carried out to determine further correlations 

between the simulation daylight factors and the formula 

daylight factors. However, the Littlefair‟s daylight factors 

formula is modified by substituting As with Af  as shown in Fig. 

4(a) and 4(b). Therefore, the generated correlative equations 
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are much easier to calculate. The objective is for increased 

usability of the daylighting rules of thumb.     

The correlation can be represented by the following rules of 

thumb: 

 

DFavg = 10  Ag/Af     %                          (R
2
 = 0.999)            (4) 

 

DFavg =   7  Ag/Af     %                          (R
2
 = 0.999)            (5) 

 

 

 
Fig. 4(a) showing simulation daylight factor vs. modified 

Littlefair daylight factor under overcast sky 

 

 
Fig. 4 (b) Simulation daylight factor vs. modified Littlefair 

daylight factor under intermediate sky without sun  

I. CONCLUSION 

The simplified equations or rules of thumb produced in this 

article are applicable for small size office rooms in public 

university of Malaysia with standard glazing transmittance, 

standard ceiling high, and 1m shading device under both an 

overcast sky and intermediate sky without sun. These 

equations can be considered as rules of thumb to estimate 

daylighting for a standard office room. These rules of thumb 

can aid architects in designing sufficiently daylit office space 

with shading device. The experiments show that small office 

room, 3.5 meter width with full width window and 1 meter 

horizontal external shading can provide sufficient interior 

illuminance for both under overcast sky and intermediate sky 

without sun. 
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Abstract—The paper presents conditions in order to assure 

comfortable temperatures in working and living environments using 
cooling systems in sustaining life quality. They are treated aspects of 
the environmental pollution through the working fluids of the 
refrigeration, air-conditioning and heat pump systems and it is 
described the new strategy in using refrigerants in accordance with 
the international legislation. It is described the selection of 
refrigerants adapted to each utilization, based on the thermodynamic 
and -physical properties, the technological behaviour, costs and use 
constraints as principal aspects of the environmental protection. Also, 
it is performed a comparative analysis in function of the total 
equivalent warming impact (TEWI) for some possible substitutes of 
refrigerant R22 used in various refrigeration and heat pump systems. 

 
Keywords−−−−Environmental protection, Cooling, Refrigerants, Pol-

lution, Ecological substitutes  

I. INTRODUCTION 

HE environment pollution represents a major risk for all 
that means life on our planet (men, flora, fauna), it consist 

not only in the local noxious effect of different pol-lutants but 
in the unbalances produced in a large scale on the whole 
planet. Environmental protection represents the funda-mental 
condition of the society’s sustainable development, a priority 
purpose of national interest that is realized in institutional 
frame where the legal norms authoresses the development of 
activities with environmental impact and exert the control 
upon these. 

The purpose of environmental protection is to maintain the 
ecological balance, to maintain and improve the natural 
factors, to prevent and control pollution, the development of 
natural values, to assure better life and work condition for the 
present and future generations and it refers to all actions, 
means and measures undertaken for these purpose. 

One of the minor components of atmosphere, the ozone has 
a special importance in maintaining the ecological balance. It 
is distributed in principal between the stratosphere (85-90%) 
and troposphere. Any perturbation of the atmospheric ozone 
concentration (it varies between 0 and 10 ppm, in function of 
the regions) has direct and immediately effect upon life.  
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For most of the states the problems of forming and 
maintaining the earth ozone layer, represents a major priority. 
In this context during the last 30 years, the European Union 
has adopted a great number of laws and regulations concerning 
environmental protection, to correct the pollution effects, 
frequently by indirect directives, imposing allowable 
concentrations, asking for government collaboration, pro-
grams and projects for regulation of industrial activities and 
productions. The Alliance for Responsible Atmospheric Policy 
[1] maintains a brief summary of regulations for some 
countries. 

In this paper are treated aspects of the environmental 
pollution through the working fluids of the refrigeration, air-
conditioning and heat pump systems and it is described the 
new strategy in using refrigerants in accordance with the 
international legislation. Additionally, it is performed a 
comparative analysis concerning the environmental impact of 
some possible substitutes for refrigerant R22 used in different 
refrigeration, air-conditioning and heat pump systems. 

II.  ACTION OF REFRIGERANTS ON ENVIRONMENT  

Refrigerants are the working fluids in refrigeration, air-
conditioning, and heat pump systems [2]. The phase changes 
occur both in absorption and mechanical vapour compression 
systems, but not in systems operating on a gas cycle using a 
fluid such as air. The design of the refrigeration equipment 
depends strongly on the properties of the selected refrigerant. 

Refrigerant selection involves compromises between 
conflicting desirable thermo physical properties. A refrigerant 
must satisfy many requirements, some of which do not directly 
relate to its ability to transfer heat. Chemical stability under 
conditions of use is an essential characteristic. Safety codes 
may require a non-flammable refrigerant of low toxicity for 
some applications. Cost, availability, efficiency, and 
compatibility with compressor lubricants and equipment 
materials are other concerns [3]. 

Minimizing all refrigerant releases from systems is 
important not only because of environmental impacts, but also 
because charge losses lead to insufficient system charge levels, 
which in turn results in suboptimal operation and lowered 
efficiency. 

Working fluids escaped through leakages from refri-
geration equipments, during the normal operating (filling, 
empting) or accidental (damages), gathers in significant 
quantities in high levels of the atmosphere (stratosphere). 
There, through catalytically decompounding they deplete the 
ozone layer that normally is filtering the ultraviolet sun 
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radiations, dangerous for living creatures and plants on earth. 
Stratospheric ozone depletion has been linked to the presence 
of chlorine and bromine in the stratosphere. In addition, 
refrigerants contributed to the global warming of atmosphere, 
as gases with greenhouse effect.  

The average global temperature is determined by the 
balance of energy from the sun heating the earth and its 
atmosphere and of energy radiated from the earth and the 
atmosphere space. Greenhouse gases (GHGs), such as carbon 
dioxide (CO2) and water vapour, as well as small particles trap 
heat at and near the surface, maintaining the average 
temperature of the Earth’s surface about 34 K warmer than 
would be the case if these gases and particles were not present 
(the greenhouse effect). 

Global warming is a concern because of an increase in the 
greenhouse effect from increasing concentrations of GHGs 
attributed to human activities. Thus, the negative influences of 
refrigerants, especially of Freon’s upon environment, can be 
synthesized by the two effects [4]: 
  − depletion of the ozone layer; 
  − contribution to global warming at planetary level by the 
greenhouse effect. 

The measure of a material’s ability to deplete stratospheric 
ozone is its ozone depletion potential (ODP), a value relative 
to that of R11, which has an ODP of 1.0. 

The global warming potential (GWP) of a GHG is an index 
describing its relative ability to trap radiant energy compared 
to CO2 (R744), which has a very long atmospheric lifetime. 
Therefore refrigerants will be select so that the ozone de-
pletion potential will be zero and with a reduced atmospheric 
global warming potential. 

The most utilized refrigerants are those who derivate from 
methane and ethane and there toxicity and flammability is 
according to the number of Cl and H atoms.  

Concerning the polluting action upon environment, for the 
atmospheric ozone, presented through the Montreal protocol 
(1987) and the further amendments, as well as for the green 
house effect according to the Kyoto protocol (1997), 
refrigerants can be classified as follows: 
 − having strong destructive action on the ozone layer and 
with significant amplification of the greenhouse effect upon 
the earth (Chlorofluorocarbons-CFCs);  
 − having reduced action on the ozone layer and with 
moderate amplification of the greenhouse effect (Hydro-
chlorofluorocarbons-HCFCs); 
 − being harmless to the ozone layer, with less influence 
upon the greenhouse effect (Hydro-fluorocarbons-HFCs); 
 − being harmless to the ozone layer, with no influence upon 
greenhouse effect (ammonia - NH3, carbon dioxide - CO2, 
natural hydrocarbons). 

Refrigerants as Chlorofluorocarbons had been used since 
the 1930s because of their superior safety and performance 
characteristics. However, their production for use in developed 
countries has been eliminated because it has been shown that 
they deplete the ozone layer [5]. Production for use in 
developing countries hat to be eliminated by 2010, except as 
allowed under essential use exemptions or in feedstock 
applications. 

Hydro-chlorofluorocarbons also deplete the ozone layer, but 
to a much lesser extent than CFCs. Their production for use as 
refrigerants is scheduled for elimination by 2030 for developed 
countries, and by 2040 for developing countries. 

Hydro-fluorocarbons do not deplete the ozone layer and 
have many of the desirable properties of CFCs and HCFCs. 
They are being widely adopted as substitute refrigerants for 
CFCs and HCFCs. The HFC refrigerants have significant 
benefits regarding safety, stability and low toxicity, being 
proper for large applications.  

A second influence of refrigerants upon the environment, 
preciously mentioned, guided to a new classification of 
refrigerants according to their contribution to the atmosphere 
warming. Comparison of this specific contribution to the 
greenhouse effect is realized even for R11 (the most noxious 
even from point of view of ozone layer depletion) as well as 
for CO2. Freon’s placed on the undesirable position 3 (14%) 
between the gases with green house effect, could be explained 
by their great absorption capacity of infrared radiation. 

In the case of the refrigeration and heat pump systems, 
supplementary with direct action to the green house effect, 
because of the refrigerants leakage in the atmosphere, it must 
be considered even the indirect action to global warming by 
the CO2 quantity released in atmosphere during the transport 
of energy produced by the installation, obviously greater than 
the associated direct action [6]. While the refrigerant quantity 
increases in the installation, the effect of direct action rises.  

The total equivalent warming impact (TEWI) of an 
HVAC&R system is the sum of direct refrigerant emissions 
expressed in terms of CO2 equivalents, and indirect emissions 
of CO2 from the system’s energy use over its service life.  

The life-cycle climate performance (LCCP) of an HVAC&R 
system includes TEWI and adds direct and indirect emissions 
effects associated with manufacturing the refri-gerant. The 
analysis of TEWI index for refrigeration systems operating 
with different refrigerants (CO2, R22, NH3, R134a, R404A) 
shown that the direct effect generated by CO2 is negligible 
comparing with the other refrigerants [7]. The indirect effect 
generated by CO2 is great because of the high condensation 
pressures that determine great energy con-sumption and in 
consequence the maximum value of TEWI for CO2. 

Environmentally preferred refrigerants have: 

 − low or zero ODP; 

 − relatively short atmospheric lifetimes; 

 − low GWP; 

 − provide good system efficiency; 

 − appropriate safety properties; 

 − ability to yield a low TEWI or LCCP in system 
applications. 

In Table 1 is presented the refrigerants effect upon the 
environment [8]. Because HFCs do not contain chlorine or 
bromine, their ODP values are negligible and represented 
through 0 in this table. 
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Table 1. Effect of refrigerants on environment 

Group Fluid ODP 
GWP 

(R11=1) 
GWP 

(CO2=1) 

Atmospherically 
lifetime 
(years) 

0 1 2 3 4 5 
R11 1 1 4000 50…60 
R12 1 2.1…3.05 10600 102…130 
R113 0.8-1.07 1.3 4200 90…110 
R114 0.7-1.0 4.15 6900 130…220 
R12B1 3-13 − 1300 11…25 

CFC 

R13B1 10-16 1.65 6900 65…110 
R21 0.05 0.1 − <10 
R22 0.055 0.034 1900 11.8 
R123 0.02 0.02 120 1.4…2 

HCFC 

R142b 0.065 0.3…0.46 2000 19…22.4 
R23 0 6 14800 24.3 
R32 0 0.14 580 6…7.3 
R125 0 0.58…0.85 3200 32.6 
R134a 0 0.28 1600 14…15.6 
R143a 0 0.75…1.2 3900 55…64.2 

HFC 

R152a 0 0.03…0.04 140 1.5…8 
R500(R12/R152a) 0.63-0.75 2.2 6000 − 
R501(R12/R22) 0.53 1.7 4200 − 
R502(R22/R115) 0.3-0.34 4.01…5.1 5600 >100 

Azeotropic 
blends 

R507(R125/R143a) 0 0.68 3800 − 
R404A(0.44R125/0.52R143a

/ 0.04R134a) 
0 0.6…0.94 3750 − 

R410A(0.5R32/0.5R125) 0 0.5 1890 − 

Quasi-
azeotrope 

blends FX40(0.1R32/0.45R125/ 
0.45R143) 

0 0.6 3350 − 

R407A(0.2R32/0.4R125/ 
0.4 R134a) 

0 0.14…0.45 1920 − 

R407B(0.1R32/R0.7R125/ 
0.2R134a) 

0 0.1…0.5 2560 − 
Zeotropic 

blends 

R407C(0.23R32/0.25R125/ 
0.52R134a) 

0 0.29…0.37 1610 − 

 
A major contribution against the climate changes has the 

European Union through regulations regarding some fluori-
nated gases with green house effect and it is a real support in 
the emission reducing resulted from these fluorinated gases all 
over Europe. All regulations establish a high protection level 
of the environment as well as an inside market for equipments 
containing fluorinated gases and for the members involved in 
this activities. 

III.  STRATEGY CONCERNING NO-ECOLOGICAL REFRIGERANTS  

After the finding that CFCs, HCFCs and some other human-
produced compounds deplete the ozone layer, most countries 
agreed to the Montreal protocol. This protocol is an 
international treaty, administered by the United Nations 
Environment Programs (UNEP) that controls consumption and 
production of ozone-depleting substances, including CFCs and 
HCFCs [5]. 

Hydro-fluorocarbons (HFCs) do not deplete the ozone layer 
and have many of the desirable properties of CFCs and 
HCFCs. They are being widely adopted as substitute 
refrigerants for CFCs and HCFCs. However, HFCs are also 
associated with an environmental issue; they contribute to 
global warming if released into the atmosphere [2]. Countries, 
trade associations and companies are increasingly adopting 
regulations and voluntary programs to minimize these releases 
and, hence, minimize potential environmental effect while 
continuing to allow use of these refrigerants.  

Consequently a new orientation appeared upon the 
utilization of working fluids. Thus, CFC refrigerants as R11 
and R12 where substituted by simply compound refrigerants 
R123 (HCFC) and R134 (HFC) with a reduced even zero 
action upon the depletion of the ozone layer. This alternative is 
attractive because the substitutes have similar proprieties 
(temperature, pressure) with the replaced one [9] and the 
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changes that took place directly on the existent installations 
will be realized with minimum of investments. 

For other refrigerants it were not found simply compound 
fluids as for example for R502 that could be replaced with a 
mixture of R115 (CFC) and R22 (HCFC) or in some cases 
only with R22, that is a fluid for temporary replacement, 
conform with the international legislation.  

By blending two or three pure Freon’s we obtain new 
substances, better adaptable for desired cooling application. 
The first blends are named azeotropes while the others are 
named zeotropes [10]. The use of blends could generate 
undesired aspects, especially by leakages of the working fluid, 
accidentally or during the installations filling.  

Figure 1 presents the strategy concerning the refrigerants. 

 
Fig. 1 Strategy concerning the refrigerants 

 
The substitutes for refrigerant R22 could be R134a, R290, 

R600a and R744, the HFC blends (R407C, R410A, R417A, 
and FX 90) and the ammonia (R717) [11]. 

None of these substances can efficiently substitute R22, 
presenting a specific cooling power or a different saturation 
pressure, restricted application and specially demands in the 
installation design. 

In new installations, for certain applications, R143a is a 
good substitute, having a reduced delivering compressor 
pressure and temperature, but also an inferior specific cooling 
power being necessary a greater cylinder of the compressor. 

The HFC zeotropic blends are considered substitutes for a 
short period. Between the natural fluids, the ammonia is the 
best substitute for R22, having favourable thermodynamic 
proprieties, high heat transfer coefficient (3-4 times superior to 
R22) and a performance coefficient similarly good for many 
applications, especially industrial one, with great cooling 
powers. It is cheap and ecological (ODP=0, GWP=0). 

Carbon dioxide (R744) is a possible substitute for all 
refrigerants, being used even by low and high temperatures 
(cascade system, commercial cooling and air-conditioning). It 
is accessible, has a low cost and doesn’t impact upon ozone, 
while his heating potential is negligible. His low critical 
temperature involves the use in supercritical cycles. The high 
saturation pressure and isotherm compression coefficient are 
considered as inconvenient.  

Because thermodynamic and thermo-physic proprieties 
influences the energetically performances of refrigeration sys-
tems and produces meantime the environmental impact, they 
must be carefully analyzed and take in account by the 
installations conception and planning. 

In Table 2 are presented the principal thermodynamic 
proprieties of CO2 and other natural refrigerants [12], [13]. 
These proprieties determine the advantages and also the 
disadvantages by using CO2. 

 
 

Table 2. Thermodynamic proprieties of principal natural refrigerants 

Property 
Carbon dioxide 

(R744) 
Ammonia 

(R717) 
Water 
(R718) 

Propane 
(R290) 

Isobutene 
(R600a) 

0 1 2 3 4 5 
Molecular mass [g/mol] 44 17 18 44.1 58.1 
Critical temperature [°C] 30.98 132.4 374 96.8 135 

Critical pressure [bar] 73.75 113.5 221 44.1 36.5 
Normal boiling point [°C] −37.00 −33.5 100 −42.2 −11.7 

Freezing point [°C] −56.57 −77.9 0 −187.1 −159.6 
Adiabatic compression index 

(cp/cv) 
1.7015 1.400 − 1.140 1.110 

Compression ratio 
(−15/35 °C) 

3.147 5.72 − 4.21 − 

Refrigeration volumetric 
capacity [kJ/m3] (−15/35 °C) 

4922 2156.4 − 450 130 
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IV.  ENVIRONMENTAL IMPACT OF SUBSTITUTE REFRIGERANTS  

The TEWI index is comparatively analyzed for three types 
of refrigeration systems operating with various refrigerants 
[11], possible substitutes of R22, as follows: 

− air-conditioning device with cooling power of 10.55 kW 
(ti=25 °C, te=35 °C); 

− liquid cooler with air cooled condenser having refrige-
ration power of 11.3 kW (tcold  water in/out=7/12 °C, te=35 °C); 

− refrigerator/freezer with direct and indirect evaporation 
and air-cooled condenser for cold storage (refrigeration space 
with ti=0 °C and congelation space with ti=−20 °C and te 

=35°C), with refrigeration power of 11.3 kW. 
For calculation of TEWI index has been used the following 

equation [14]: 

   Drec EnMnl βGWP)α1(GWPTEWI +−+=    (1) 

where: 

          τtD PE =          (2) 

in which: n is the operation years number of system (10 years), 
l − annual rate of system leakages (3-8%); GWP − global 
warming potential for a period of 100 years compared to CO2; 
M − refrigerant charge of the system, in kg; αrec − refrigerant 
recycling factor (0.70-0.85%); β − the CO2 emission factor 
(0.41435 for Romania); ED – annual energy consumption, in 
kWh; Pt − compressor power, in kW; τ − system running time 
per year, in h (610 h/year). 

The comparative analysis is performed for refrigerant 
vapour superheat of 5 K and an isentropic efficiency of 0.8. 

Mass flow rate, corresponding to each refrigerant, is deter-
mined considering the compressor displacement constant 
during operation, for refrigerant and evaporation tempe-rature 

change. The consumed electric power in installation is 
determined as a sum of electric powers consumed by com-
pressor, fans and circulation pumps (for direct evaporation 
installations). 

After the calculation result the values for the refrigerant 
mass flow rate (m), refrigeration power (Q0), total electric 
power (Pt) and performance coefficient (EER). These values, 
corresponding to the above-mentioned operating modes are 
summarized in Table 3, from which it is seen that under the 
same operating conditions of the system, mass flow rates have 
different values depending on the used refrigerant. Also, it is 
found that with decreasing evaporation temperature the mass 
flow rate for the same refrigerant decreases. This decrease is 
due to this increase in specific volume. 

For indirect evaporation system, the total electric power 
values are reduced compared with the direct evaporation 
system, although the evaporation temperature decreases. This 
trend is explained by the fact that the refrigerant mass flow rate 
decreases more compared to increase of specific mechanical 
work. 

The TEWI index variation is summarized in Table 4. The 
obtained results shown that possible substitutes for refrigerant 
R22 can be grouped into three categories: 
 a) with deviations of approx. 2% (R417A, R407C, R427A, 
R424A); 
 b) with deviations of approx. 30-45% (R134a, R410A, 
R290, R600a, R152a); 
 c) with deviations of approx. 50-70% (R507, R404A, 
R428A, R422A). 

For substitutes involved in b) and c) group, their use is not 
recommended because the plant will operate with a sig-nificant 
decrease of refrigeration power. Their use is possible only if 
some changes in components of the installation are made.  

 
Table 3. Characteristics of air-conditioning, refrigeration, and congelation systems 

Air-conditioning system Refrigeration system Congelation system 
Direct cooling Liquid cooler Direct evaporation Indirect evaporation Direct evaporation Indirect evaporation Refri- 

gerant m 
[kg/s]

Q0 
[kW]  

EER 
[-] 

Pt 
[kW]  

m 
[kg/s

] 

Q0 
[kW]  

EER 
[-] 

Pt 
[kW]  

m 
[kg/s

] 

Q0 
[kW]  

EER 
[-] 

Pt 
[kW]  

m 
[kg/s

] 

Q0 
[kW]  

EER 
[-] 

Pt 
[kW]  

m 
[kg/s

] 

Q0 
[kW]  

EER 
[-] 

Pt 
[kW]  

m 
[kg/s

] 

Q0 
[kW]  

EER 
[-] 

Pt 
[kW]  

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

R22 0.061 9.8 8.0 1.71 0.059 9.0 6.6 1.69 0.049 7.3 2.7 3.10 0.044 6.4 2.4 3.11 0.030 4.3 2.5 2.08 0.024 3.3 2.2 1.87 

R134a 0.080 12.0 10.0 1.68 0.077 10.9 7.3 1.81 0.033 4.3 3.5 1.61 0.026 3.3 3.1 1.45 0.018 2.2 2.4 1.29 0.015 1.8 2.1 1.21 

R290 0.032 9.2 9.8 1.41 0.032 8.8 8.3 1.38 0.025 6.2 3.5 2.15 0.021 5.1 3.1 2.05 0.015 3.5 2.4 1.83 0.012 2.8 2.1 1.71 

R600a 0.051 14.4 10.3 1.87 0.049 13.6 8.7 1.89 0.010 2.4 3.7 1.02 0.008 1.9 3.2 0.97 0.005 1.2 2.5 0.86 0.004 1.0 2.2 0.81 

R152a 0.050 12.6 10.4 1.89 0.049 11.8 8.5 1.72 0.019 4.3 3.8 1.52 0.016 3.5 3.4 1.43 0.011 2.3 2.7 1.25 0.009 1.9 2.4 1.17 

R407C 0.061 10.1 7.8 1.78 0.059 9.3 6.1 1.84 0.056 8.3 2.6 3.62 0.047 6.8 2.2 3.42 0.033 4.6 2.3 2.33 0.027 3.7 2.1 2.17 

R404A 0.070 7.8 6.7 1.64 0.068 6.9 4.9 1.74 0.071 6.7 2.2 3.45 0.061 5.6 1.9 3.33 0.042 3.6 1.9 2.21 0.036 2.9 1.7 2.05 

R410A 0.050 7.8 7.2 1.56 0.049 7.2 5.7 1.59 0.070 10.1 2.4 4.65 0.059 8.3 2.1 4.40 0.041 5.6 2.3 2.77 0.034 4.6 2.1 2.54 

R507 0.071 8.2 7.0 1.65 0.068 7.3 5.1 174 0.075 7.7 3.2 2.77 0.063 6.4 2.1 3.43 0.045 4.3 2.2 2.34 0.037 3.5 1.9 2.15 

R417A 0.060 7.7 6.0 1.76 0.058 6.9 4.6 1.82 0.048 5.5 3.2 2.08 0.039 3.9 2.5 1.94 0.026 2.6 2.0 1.69 0.022 2.1 1.8 1.58 

R422A 0.100 10.1 7.4 1.84 0.094 8.7 5.2 2.02 0.073 6.4 2.8 2.72 0.063 5.1 2.3 2.55 0.045 3.3 1.7 2.34 0.037 2.7 1.2 2.54 

R424A 0.054 9.7 8.1 1.67 0.062 8.8 6.2 1.75 0.041 5.3 3.2 2.02 0.042 5.2 2.5 2.42 0.022 2.5 1.7 1.82 0.020 2.2 1.6 1.73 

R427A 0.063 7.9 8.2 1.43 0.051 7.2 6.3 1.48 0.046 6.3 6.0 1.43 0.037 4.9 2.9 2.06 0.024 3.2 4.7 1.06 0.021 2.6 4.2 0.99 

R428A 0.101 11.6 9.6 1.68 0.095 10.2 6.6 1.88 0.069 6.9 4.8 1.82 0.066 6.3 2.9 2.53 0.033 3.0 2.0 1.86 0.026 2.2 1.7 1.69 
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Table 4. TEWI index for analyzed systems 

Air-conditioning system Refrigeration system Congelation system 
Refrigerant Direct 

cooling 
Liquid 
cooler  

Variation 
[%] 

Direct 
evaporation 

Indirect 
evaporation 

Variation 
[%] 

Direct 
evaporation 

Indirect 
evaporation 

Variation 
[%] 

0 1 2 3 4 5 6 7 8 9 
R22 6712.14 6593.167 −1.77 10936.271 10758.251 −1.66 7649.71 6867.16 −10.23 
R134a 6592.85 6825.870 3.53 6030.105 5418.592 −11.29 4780.63 4504.75 −5.77 
R290 3576.38 3493.949 −2.30 5428.709 5184.069 −4.72 4626.12 4315.25 −6.74 
R600a 4737.29 4790.571 1.12 2584.504 2460.577 −5.04 2187.29 2046.10 −6.45 
R152a 4418.23 4477.189 1.33 3966.865 3745.511 −5.91 3282.83 3055.91 −6.91 
R407C 6841.98 6926.828 1.24 12422.319 11607.347 −7.02 8344.42 7731.60 −7.34 
R404A 9918.05 9970.406 0.53 17192.790 16081.480 −6.91 11754.72 10760.23 −8.46 
R410A 6309.27 6327.940 0.29 16227.552 15116.969 −7.35 10222.35 9354.25 −8.49 
R507 10046.62 10096.46 0.49 15943.355 16618.822 4.06 12355.41 11238.14 −9.04 
R417A 6746.13 6823.021 1.14 8245.918 7572.605 −8.89 6486.09 6047.81 −6.76 
R422A 9598.11 9817.999 2.29 12459.793 11529.942 −8.07 9993.82 10089.46 0.96 
R424A 7578.52 7666.723 1.16 8892.173 9950.639 10.64 7434.57 7093.74 −4.58 
R427A 6613.22 6650.369 0.56 7765.200 8885.685 12.61 5718.89 5354.30 −6.38 
R428A 11365.36 11508.68 1.26 12202.633 13793.359 11.53 9660.66 8755.44 −9.37 

 

V. CONCLUSIONS 

Scientific research based on mono-compound substances or 
mixtures, will lead to find adequate substitutes for cooling 
applications, that will be ecological (ODP=0, reduced GWP), 
non-flammable and non-poisonous, but also with favourable 
thermo-dynamic properties. 

A possible solution is the use of inorganic refrigerants (NH3, 
CO2) and hydrocarbon refrigerants (propane, isobutene, 
ethylene, propylene) for industrial applications, in air-
conditioning or food and household cooling. Because the 
hydrocarbon refrigerant presents a high risk of flammability 
and explosion, these substances will not be often used as 
refrigerants comparative with CO2 or NH3. On other advantage 
of these two substances represents the fact that they were used 
for a long time as refrigerants. 

The European Partnership for Energy and Environment 
considers the HFC refrigerants as the best alternative for the 
refrigerant CFC and HCFC in most of the applications. The 
HFC refrigerants allow the use energetically efficient appli-
cations, offering significant benefits comparing with the 
existent alternatives. In average over 80% of the gases with 
green house effect used in cooling equipments have the 
indirect emissions as sources. The high energy efficiency 
resulted by the use of HFC refrigerants balances in a great 
measure the global warming potential.  

The TEWI index values computed for all the three analyzed 
installation types are lower for indirect evaporation than direct 
evaporation. Maximal deviation of 20% is obtained for 
refrigeration system. 

The decrease of evaporation temperature by 15 K for 
refrigeration and congelation systems determine TEWI index 
decrease by 15-37%. Direct effect of TEWI index represents 
33-60% from total value for most of analyzed refrigerants. 
Minimal values are for R290, R600 and R152. The direct 
effect of these refrigerants is of 2%. 

There are cases with more options for an alternative 
refrigerant and the problem is to choose the economical 
variant. The replacement of some refrigerants with other non-
polluting influences the operating conditions of the cooling 
installations, by a rapid degradation of components made from 
elastomers [4, 15] or plastic materials [3], or it is necessary to 
replace mineral oils with some other oils adequate to the new 
refrigerants. Some problems of materials endurance and 
compatibility can be solved only during many testing, but the 
estimation of energetically performances and expenses that 
results by modification of operational characteristics when 
replacing the refrigerant can be solved with numerical 
modelling.  

It is imposed a new conception in execution the refri-
geration systems: it must be realized very tight, with refri-
gerants having a reduced atmospheric warming potential, but 
as possible efficient energetically. 
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Abstract— Due to the continuous growth in electricity demand 

and transactions of the power through existing transmission system 
needs to be enhancing their loading capacity. The modern technology 
based power semiconductor devices known as Flexible AC 
Transmission System (FACTS) devices are utilized. In this paper, 
most popularly used devices, Static VAr Compensators (SVC) and 
Thyristor Controlled Series Compensator (TCSC) are used to 
increase the loadability on a given system and to calculate the 
corresponding minimized device cost. Finding an optimal location for 
these devices is a tedious task and needs a lot of expertise. Because of 
the inconvenience with the conventional methods, an ordinal 
optimization methodology is proposed. This ordinal optimization 
technique mainly concentrates on selecting better solutions 
than the best solution, for this, the entire solution space needs 
to be optimized to reduce computational burden. This 
approach makes use of rough analysis and selection of subset 
locations from ordered performance curve. Finally by using 
refining process exact size of the devices towards objective is 
estimated. The proposed methodology is tested on standard 
IEEE-14 bus test system, numerical results based on the test 
system confirms that a proposed OO-based approach is 
suitable for finding good enough solutions. 
 

I. INTRODUCTION 
S the needs of the electricity and the utilization of the 
FACTS devices increase the system performance. The 
optimal configuration will be the one that maximizes the 

system loadability while keeping the power system operating 
within appropriate limits. Because of increase in electrical 
power demand has grown rapidly, needs the expansion of 
already existing transmission system to avoid the overloading 
of the transmission corridors. The importance of FACTS 
devices provides the ability in controlling power flow rapidly, 
continuously, and accurately.  

Three important aspects to be considered throughout the 
optimization of these devices are their location and their 
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corresponding settings to maximize the system loadability and 
to calculate the appropriate minimized cost. FACTS controller 
is a power electronic based system and other static equipment 
that provides control of one or more of the AC transmission 
system parameters [1]. By controlling or adjusting one or 
more of these parameters, FACTS controllers can increase the 
loading capability of lines, provides greater flexibility in 
control, reduce reactive power flows, increase utilization of 
lowest cost of generation [2]. There are many FACTS 
controllers, which can be categorized by the parameters they 
control. This means that, different types of FACTS deal with 
different problems. Therefore, the choice of the controller to 
be used is greatly impacted by the desired effect [3]. 

A new methodology for combined optimal location of 
TCSC and Thyristor Controlled Phase Angle Regulator 
(TCPAR) has been proposed using Mixed Integer Linear 
Programming Approach. This methodology is based on DC 
load flow equations taking constraints on generation and line 
flows [4]. An algorithm for optimal location of FACTs 
controllers using evolutionary strategies is proposed in [5], 
based on maximizing the system loadability while keeping the 
power system is operating within appropriate security limits. 
Three important aspects like type of FACTS controllers used, 
their location and their settings are optimized using 
evolutionary approaches [5].A possible method to determine 
the best arrangement is by performing a separate power flow 
study for each of the possible scenarios [6]. However, this 
would be quite time consuming, even for a power system of 
moderate size. The simultaneous solution of the three issues 
mentioned above represents a very complex and difficult 
optimization problem. Traditional optimization methods may 
not be the best option for finding the solution to problems of 
this nature [7-8].  

Aiming at various objectives, different methods have been 
proposed to determine optimal locations and controls of 
FACTS devices. Continuation Power Flow (CPF) method was 
used in [9] and [10] to derive the control schemes of FACTS 
devices to improve system security and system loadability. A 
novel method was proposed in [11] to determine the locations, 
size, and control modes for SVC and TCSC to achieve a 
bifurcation point-based maximum loadability.  

Linear programming and mixed integer linear 
programming-based optimal power flow (OPF) methods were 
used in [12] and [13] to determine FACTS controls and load 
shedding in order to relieve overload and irregular voltages 
after outages in pool and hybrid electricity markets. Authors 
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of [14] studied the impact of FACTS devices on available 
transfer capability (ATC). The best location for an SVC 
installation was determined based on improved voltage profile 
and total transmission capability (TTC) of the system. 
Intelligent techniques such as genetic algorithm, hybrid tabu 
search, simulated annealing [15]-[17], and particle swarm 
optimization (PSO) [18-19] techniques are also proposed to 
solve the system loadability problem. 

In general, computational effort increases in an 
optimization problem as the size of the problem becomes 
larger. Ordinal Optimization (OO) algorithm was proposed 
aiming to speed up computation of complicated optimization 
problems while maintaining solution accuracy. It is one of the 
probabilistic optimization methods that focus on good enough 
solution rather than the best. This is referred to as goal 
softening [20]. OO technique was used to determine a good 
enough solution in optimal system operations problems that 
involve discrete control variables such as switching shunt 
capacitor banks and transformer taps [21].Crude models and 
rough estimates are used to derive a small set of plans for 
which simulations are necessary and worthwhile to find good 
enough solutions[22]. Descriptions of OO-based technique 
and its applications in power system planning and control can 
also be found in [23] and [20]. 

An OO-based approach is adopted in this paper to search 
for good enough solutions for system loadability enhancement 
with an acceptable alignment probability. Instead of searching 
the best for sure, the proposed method aims to reduce the 
number of search samples in the solution space formed by all 
discrete variables, and seek candidates of good enough 
solutions in the set of, say top 1%-5%, best solution for the 
original problem.  

II. POWER SYSTEM IN THE PRESENCE OF FACTS 
 

FACTS devices are being increasingly utilized in many 
electric power systems to enhance voltage control, to increase 
power transfer capability, to improve system dynamic 
performance. Among the existing devices, SVC has been 
found to improve the voltage stability limits and TCSC can be 
used to improve power transfer. 

A. Effect of SVC [14] 
The SVC shown in Fig.1., is a shunt connected static VAr 

generator or absorber whose output is adjusted to exchange 
capacitive or inductive current to as to maintain or control 
specific parameters of the electrical power system, typically 
bus voltage. The SVC can be represented as a conventional 
generator based on the variable shunt susceptance concept. 
SVC state variables are combined with the nodal bus voltage 
magnitudes and angles of the network in a single frame of 
reference for unified iterative solutions using NR method. An 
assumption that may be acceptable as long as the SVC 
operates within its design reactance limits.  

  

Fig.1. SVC Model Fig.2 TCSC Model 
The reactive power drawn by the SVC, which is the 

reactive power injected at bus ‘i’ is  
 

The changing susceptance represents the total SVC 
susceptance necessary to maintain the nodal voltage 
magnitude at the specified value. The acceptable values for the 
SVC are between –  and , corresponding to the 
reactive power injected or absorbed at a nominal voltage of 1 
p.u. 

B. Effect of TCSC[5] 
The simpler TCSC model shown in Fig.2, exploits the 

concept of a variable series reactance. The series reactance is 
adjusted within limits, to satisfy a specified amount of active 
power flows through it. The value of the reactance represents 
the equivalent reactance of all series connected modules 
making up the TCSC, when operating either in inductive or 
capacitive regions. 

The reactance between buses ‘ ’ and ‘ ’ is given as, 
 

 
 

 
The TCSC is modeled as an element, which can either 

decrease or maintain fixed the fixed reactance of line XL, 
respectively. The range of values that the TCSC may take is a 
function of 0.8/ . Hence, the apparent value of the line 
reactance is given by: XL,app = (1-k)/ , where 0≤ ≤0.8. 

C. Device Limits 
The following device constraints are considered as 

The  rating of SVC device is 
 

 where 
 

 
The rating of TCSC device is  

 
 where 

, 
 

D. FACTS device Cost 
According to [24], the investment costs of TCSC and SVC 

can be formulated as follows: 
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Here ,  

where 
      is the reactive power flow in the line after installing 
FACTS device in MVAR. 
      is the reactive power flow in the line before installing 
FACTS device in MVAR. 

‘M’ and ‘N’ are respective number of TCSC and SVC 
devices. 

The general PSO technique is used to find the minimized 
device cost corresponding to the loadability increments. The 
system and device control parameters are processed subjected 
to the system constraints. 

III. PROBLEM FORMATION 

A. Conventional Problem Formulation 
The system real and reactive power balance equations can 

be expressed as  
 

 

where  are the active and reactive power 
generations at generator,  are the real and 
reactive power loads at bus under base case condition 
(λ=0), are real and reactive power losses 
in  transmission line and  is the loadability factor 

The system loadability objective can be formulated as: 
 

Subject to equality and inequality constraints given 
in . 

B. Equality constraints: 
The equality constraints g(x,u) are the nonlinear power 

flow equations which are formulated as follows 
• Power balance constraint 

=  +  

C. In-equality constraints: 
The inequality constraints for control variables and state 

variables are given as; Generator active power , reactive 
power , and Voltage  are restricted by their limits as 
follows: 

 
            

 
The constraints of voltages at load buses  and 

transmission loading  are represented as: 

 

 
where  is the number of transmission lines and  is the 

number of load buses. 

The inequality constraints on control (independent) 
variable limits are given by 

 
 

where  is the number of tap changing transformers and 
 is the number of switchable VAr sources. 

D. Difficulty with the conventional method 
The problem given in Eq. (11) can be solved through 

extensive simulations. For a large power system the solution 
space would be large. Using a system with 50 buses and 100 
branches as an example, to select is the number of load 
buses and is the number of transmission lines for SVC and 
TCSC installations, there are at most  

 options. It would 
require extensive efforts to conduct the search for the best 
solution. 

IV. ORDINAL OPTIMAL APPROACH 
The Ordinal Optimization theory proposed in [18], [22] is 

to find good enough solutions. More specifically, it is to find 
good enough solutions in a given high alignment probability. 
A good enough subset is the subset consisting of the top best 
solutions, say, top 5% in the solution space. Good enough 
subset is easy to specify, but difficult to obtain. Selected 
subset is defined practically in ordinal optimization theory to 
find the good enough solutions. The principle of defining a 
selected subset is to be sure that the selected subset has 
intersection with the good enough subset. 

A. Solution Methodology 
The proposed OO method consist the following stages.  

1) Rough Analysis 
First, a large set of candidate solutions are selected 

randomly, each with different sites for FACTS device 
installations, and then crude models described above and a 
PSO method are used to quickly determine a subset of most 
promising solutions from the candidate solutions. Exact 
models are then used in the second stage to obtain a good 
enough solution from the subset. 

2) Ordered performance curve 
Once the solution for each candidate is obtained, all 

candidates are ranked according to the value of  in 
ascending order. And then, the ranking distribution is 
compared with the standard ordered performance curve (OPC) 
[28]. The shape of the OPC determines the nature of the 
underlying the optimization problem.  

 
Fig.3. Five types of OPCs 

The shape of the curve shows the density and distribution 
of the top solutions for an optimization problem. Usually the 
curve follows on the five shapes shown in Fig.3, Flat (many 
good schemes), U-shape (many good and bad schemes), 
Neutral (good and bad schemes equally distributed), Bell 
(many intermediate schemes), and Steep (many bad schemes). 
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3) Decide the Size of Selected Subset(S) 
The selected subset candidates are promoted to the second 

stage of the Ordinal Optimization method, these are obtained 
from the ordered performance curve, the size of the subset 
candidates are determined from the slope of the ordered 
performance curve and nearer to the origin. Finally, exact 
models are formulated for the candidates in ‘S’, and PSO is 
used to determine the best solution in the subset. 

The selected candidates in ‘S’ with tentative generation 
outputs and SVC and TCSC  at specific installation locations 
obtained at the first stage is used as the starting point for next 
stage that uses exact model to determine refined generation 
outputs and capacity settings, Qc for SVC and Xc for 
TCSC in the installation locations.  

4) Particle Swarm Optimization 
To proceed, in the first few iterations of PSO, 30 particles 

are initialized randomly with smaller searching ranges around 
the tentative capacity settings and a load flow computation is 
executed for each particle.PSO conducts its search using a 
population of particles. Each particle in PSO changes its 
position according to new velocity and the previous positions 
in the problem space. 

Because of the advantages of the PSO, like simple 
concept and implementation mechanism, handling of control 
parameters, finding procedure of the global best solution is 
chosen to implement the defined solution methodology. 
 In PSO, the particle velocity and the position in (k+1)th 
iteration is updated using  

 
 

where k is the iteration count, and  are acceleration 
coefficients,  and  are uniformly distributed 
random numbers in [0 1].  is the best position found by 
the particle  so far,  is the position among all particles. 
Here, the second part is a cognitive part and has its own 
thinking and memory. The third term is the social parameter 
on which the particle changes its velocity. is the inertia 
weight and can be calculated as follows 

 

Equations  have three tuning parameters ω, 
and that greatly influence the PSO algorithm 

performance. The value of  was proposed linearly with 
time from a value of 1.4–0.5 [25]. As such global search starts 
with a large weight value and then decreases with time to 
favor local search over global search [26]. In this paper, the 
methodology to find values for the tuning parameters and the 
procedure of updating dynamic inertia weight is implemented 
[27]. Because this provides a balance between global and local 
explorations, thus it needs less number of iterations to get an 
optimal solution. 

5) Algorithm 
The detailed algorithm to solve Ordinal Optimization 

based problem is given below. 
Step. 1: Identify all possible locations to install SVC and 
TCSC devices. 
Step. 2:Choose any size value for SVC and TCSC within its 
limits. 

Step. 3:Perform load flow by incorporating SVC and TCSC in 
a given system. 
Step. 4:Calculate the objective function values in all locations. 
Step. 5:Plot the ordered performance curve using the 
procedure in subsection ‘ii’. 
Step. 6:Select the subset of candidates to perform refining 
process given in subsection ‘iv’ 

V. RESULTS AND ANALYSIS 
To investigate the proposed methodology, IEEE – 14 bus 

system with 3 generators and 20 lines is considered. For base 
case the maximum loadability factor on this system is 0.445. 

Case -1: Initially from the above mentioned procedure to 
identify the possible installation locations for SVC and TCSC 
are identified. For this system there are 200 possible locations 
to install device. The loadability is calculated in each location 
with fixed SVC and TCSC sizes. Here it is considered that, the 
reactive power injected by SVC is 0.2p.u (

) and the TCSC value is -0.5Xij (
).  

Case 2: After completion of calculating loadability in 
each location, the ordered performance curve is plotted by 
taking the variation of loadability with respect to the locations, 
is shown in Fig.4.  

 
Fig.4: OPC for IEEE-14 bus system 

From this figure it is observed that, the curve is very 
much identical to the U-shaped curve described in section V. 
Hence the entire set of candidates consist many good and bad 
schemes. So it is assumed that the top 5% of the candidates are 
the better candidates to install devices. From this assumption, 
the top 10 candidates given in Table.1 are considered for 
refining process. 

Table.1: Selected Subset Candidates 
S.NO SVC bus no TCSC line no Loadability 

1 13 9 0.5465 
2 6 9 0.5452 
3 11 9 0.541 
4 12 9 0.5394 
5 14 9 0.5392 
6 10 9 0.5326 
7 9 9 0.5249 
8 7 9 0.5035 
9 11 17 0.4666 
10 10 17 0.4659 

Case 3: The identified subset candidates are passed to 
refining process to identify the proper size of the devices. 
Using PSO by generating the size of the devices randomly 
within limits and solved towards maximizing the loadability is 
performed for each candidate. After completion of the process, 
the candidate having the highest loadability is the best 
candidate with the corresponding size. Hence, the best 
location to install SVC is 13 and TCSC is line-9 (4-9). With 
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this the maximum loadability factor is improved from 0.445 to 
the value of 0.6669.  

The variation of the voltage magnitudes is given in 
Table.2 for without and with FACTS devices. From this table 
it is observed that, the magnitude of voltages increases as 
loadability increases. It is also observed that the voltage 
magnitude at SVC installed bus (Bus-13) is increased from 
0.9665p.u to 1.0346p.u, this is about 7.046%. The variations 
are shown Fig.5. 

Table.2: Variation of bus voltage magnitudes for base case 
and with FACTS devices (during loadability) 

S.No Bus No Base Case (without FACTS) 
With loadability (λ=0.445) 

With FACTS 
(λ=0.6669) 

1 1 1.1 1.1 
2 2 1.0761 1.0708 
3 3 1.047 1.0335 
4 4 1.0103 1.0091 
5 5 1.0181 1.0213 
6 6 0.992 1.0326 
7 7 1.0312 1.0484 
8 8 1.0602 1.0863 
9 9 1.0067 1.0351 
10 10 0.9928 1.0222 
11 11 0.9873 1.0217 
12 12 0.9712 1.0258 
13 13 0.9665 1.0346 
14 14 0.961 1.0036 

 
Fig.5. Variation of bus voltage magnitudes 

The variation of the generated active powers is given in 
Table.3 for without and with FACTS devices. From this table 
it is observed that, the active power generated at slack bus is 
increased from 186.6497 MW to 249.9942 MW. , this is about 
33.93%. 

Table.3: Variation of generated active powers for base case 
and with FACTS devices (during loadability) 

S.No Bus 
No 

Base Case (without FACTS) 
With loadability (λ=0.445) 

With FACTS 
(λ=0.6669) 

1 1 186.6497 249.9942 
2 2 100 100 
3 3 100 100 
4 8 0 0 

The variation of the generated reactive powers is given in 
Table.4 for without and with FACTS devices. From this table 
it is observed that, the reactive power generated at slack bus is 
decreased from 31.2711 MVAr to 26.613 MVAr. , this is 
about 17.50%. Similarly, the reactive power generated at bus-
8 (synchronous condenser) is increased from 17.4885 MVAr 
to 23.3879 MVAr., this is about 33.73%. 
Table.4: Variation of generated reactive powers for base case 

and with FACTS devices (during loadability) 
S.No Bus 

No 
Base Case (without FACTS) 
With loadability (λ=0.445) 

With FACTS 
(λ=0.6669) 

1 1 31.2711 26.613 
2 2 50 50 
3 3 40 40 
4 8 17.4885 23.3879 

The variation of the lines apparent power flow is given in 
Table.5 for without and with FACTS devices. From this table 
it is observed that, the apparent power flow in all lines 
increases as loadability increases. It is also observed that the 
apparent power flow in TCSC installed line (line-9) is 
increased from 36.61MVA to 55.4309 MVA, this is about 
51.409%. The variations are shown in Fig.6. 
Table.5: Variation of lines apparent power flows for base case 

and with FACTS devices (during loadability) 

S.No Line 
(i-j) 

Base Case (without FACTS) 
With loadability (λ=0.445) 

With FACTS 
(λ=0.6669) 

1 1-2 112.9394 156.77 
2 1-5 77.7506 95.6418 
3 2-3 52.3851 68.6224 
4 2-4 72.6788 84.0443 
5 2-5 59.2771 65.9207 
6 3-4 21.9078 14.0365 
7 4-5 57.1744 75.5368 
8 4-7 45.1852 40.7721 
9 4-9 36.61 55.4309 
10 5-6 64.9712 63.7403 
11 6-11 6.972 6.5767 
12 6-12 11.0912 11.4384 
13 6-13 24.9546 31.2362 
14 7-8 17.0092 22.5714 
15 7-9 49.9994 42.5815 
16 9-10 16.6564 18.1589 
17 9-14 19.0366 20.4735 
18 10-11 4.0471 0.2673 
19 12-13 1.7452 5.4872 
20 13-14 5.6161 8.4419 
The variation of system active and reactive power losses 

is given in Table.6 for without and with FACTS devices. From 
this table it is observed that, the active power losses are 
increased from 12.3688MW to 18.2670MW this is about 
47.686% and similarly, reactive power losses are increased 
about 55.56%. 

 
Fig.6. Variation of line apparent power flows 

Table.6: Variation of system active and reactive power loss 
for base case and with FACTS devices (during loadability) 

Description Base Case (without FACTS) 
With loadability (λ=0.445) 

With FACTS 
(λ=0.6669) 

P loss (MW) 12.3688 18.2670 
Q loss (MVAr) 37.5447 58.4046 

Case 4: The device minimized cost is calculated for each 
loadability step, and is given in Table.7. It is observed that 
device cost is increased for increase in loadability. The same is 
shown in Fig.7. 
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Table.7: Variation of device minimized cost 
Loadability  

Steps 
Loadability 

(λ) 
Minimized Device 

Cost ($/h) 
1 0.1 0.0500 
2 0.2 0.1162 
3 0.3 0.17683 
4 0.4 0.1834 
5 0.5 0.2668 
6 0.6 0.27045 

 

 
Fig.7. Variation of device cost with loadability 

VI. CONCLUSION 
In this paper, a procedure to choose suitable locations to 

install FACTS devices is proposed. The enhancement of 
loadability by incorporating SVC and TCSC devices in a 
given system is implemented. The optimal location to install 
SVC and TCSC is identified by using Ordinal Optimization 
approach through the selection of subset locations. Using 
appropriate crude models, the number of search samples in the 
solution space formed by all variables can be reduced to a 
much smaller set of candidates contain good enough solutions. 
The refining process to select optimal device settings through 
PSO has been implemented. The total minimized device cost 
is calculated for loadability increments. The proposed 
methodology is tested on standard IEEE-14 bus test system. 
The obtained results demonstrate the best option to increase 
the loadability of the system is by using optimal control of 
FACTS devices simultaneously. It is known that the maximum 
settings of the FACTs controllers in an optimal location 
beyond which it is impossible to improve the system 
loadability.  
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Abstract— There are significant amounts of unused dyes remaining 
in wastewater from dyeing industry. The release of these effluents 
causes abnormal coloration of surface waters and there is a risk of 
toxicity. This research involved the efficient adsorption of anionic 
dyes (coriacide bordeau 3B, derma blue R67 and the coriacide brown 
3J) used in tanning industry by local natural and treated clays; DD3 
and KT2, a low-cost material abundant in highly weathered soils 
from Algerian East. The activated kaolins were characterized by 
chemical analyses (XRF), X-ray diffraction, Fourier Transform IR, 
Scanning Electron Microscopy (SEM) to obtain information about 
their structure and surface texture.  The adsorption kinetics was 
investigated using the parameters such as contact time, amount of 
clay, solution initial dye concentration and acid activation. The 
adsorption capacity of all three dyes on local kaolinite clays exceeds 
90 % observed after 40 to 80 min. Compared to adsorption 
experiments on bentonite, the results show that the kaolin has the 
best adsorption capacity for anionic dyes under the experimental 
conditions of this work.  

. 
 

I. INTRODUCTION 
he presence of dyes in aqueous effluent such as in river 
stream can be noticed easily because dyes are colored and 
highly visible. The discharge of dyes directly into aqueous 

effluent can endanger living organism and its aquatic ecology 
because most dyes are toxic. They have negative 
environmental effects, causing oxygen impoverishment and 
light transmission attenuation in aquatic ecosystems affecting 
both fauna and flora [1]. Various physical, chemical and 
biological decolorization methods such as coagulation, reverse 
osmosis, electrochemical, dilution, filtration, flotation, and 
reverse osmosis technologies have been proposed [2]. Several 
conventional methods for the treatment of effluents containing  

 
  

dyes are available [3], and the most efficient one is the 
adsorption process, because it is simple in terms of operation 
and can remove the contaminant even at very low 
concentration. However, the choice of the adsorbent is based 
on economical and practical reasons and clay minerals are 
natural materials with low cost. Kaolinite is the most abundant 
 
phyllosilicate mineral in highly weathered soils and its use as 
adsorbent would be very convenient for removing organic 
pollutants and of heavy metal ions [4], [5]. Kaolinite has a 
low-cation exchange capacity (CEC) (3-15mequiv./100 g) and 
the adsorption properties may play an effective role in 
scavenging inorganic and organic pollutants from water [6], 
[7]. Therefore, the aim of this study was to determine the 
adsorption kinetics of anionic dyes widely used in the tannery, 
such as: derma blue R67, coriacide brown 3J and coriacide 
bordeau 3B on kaolinite over a range of physicochemical 
conditions that are important to identify various natural 
environmental systems., on Algerian kaolinite from Djebel 
Debagh “DD3” and EL Milia “KT2” in which Algeria 
possesses estimated at millions of tons, in the East, and that 
need to be valorised. A number of experimental parameters in 
this study are considered, including the effect of initial dye 
concentration, acid activation, and nature of clay. To explore 
the feasibility of this clay, bentonite was chosen to test the 
adsorption capacity to release the anionic dyes after treatment. 

II. EXPERIMENTAL 

A. Materials 
Two commercial clays, DD3 and KT2, were chosen to 
represent abundant raw materials without special degree of 
purity. The kaolin (DD3), gray in color, was obtained from the 
Guelma region (Djebel Debagh) in Algeria and supplied by 
ETER (ceramic company,Guelma, Algeria). The type of kaolin 
is much rarer other clay minerals [8]. The second kaolin used 
“KT2” is an Algerian kaolin treated and enriched by ceramic 
company (ETER). The kaolin “KT2” came from the original 
EL Milia deposit “TAMAZERT” in the region of Jijel 
(Algeria). In order to obtain the acid-activated clays (DD3) 
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and KT2, the acid treatment was carried out with 0.1N H2SO4 
acid [9]. The cation-exchange capacity (CEC) was measured in 
order to evaluate the potential use of these clays for 
adsorption. It was determined using the cobalt hexaammine 
chloride saturation method using a UV–VIS 
spectrophotometer. The decrease CEC values after 

deactivation from 13.87 meq/100 g to 10.5 of DD3 and 27.62 
meq/100g to 21.17 of KT2, previously air-dried overnight at 
120 °C mainly due to dealumination. 
Chemical compositions in mass % of natural KT2 and DD3  
obtained by X-ray fluorescence (XRF) are listed in Table I.

 
Table I. X-ray fluorescence analysis: oxide composition (%) of natural “KT2” and “DD3” kaolins 

LOI: Loss on ignition at 1000°C  

B.Characterisation 
Mineralogical compositions of representative clays samples 
were determined by XRD using air-dried. XRD patterns of 
DD3 and KT2 clays (before and after activation) were 
collected on a X-Pert Propanalytical diffractometer using Ni 
filtered Cu-Kα radiation (λ=1.5406 Å, 30 kV, 30 mA and 
automatic monochromator). The diffractograms were recorded 
in the range 2θ = 6–65°. The scanning speed was 1°/min. The 
FTIR spectra of natural and treated KT2 and DD3 with H2SO4 
acid were obtained in the region 4000–500 cm-1 by using FT-
IR spectrometer, type Perkin Elmer Spectrum one model, at 
room temperature dispersed in KBr discs. The morphologies 
of natural and activated bentonite were examined using a 
scanning electron microscopy (Model JEOL JSM 6390 LU).  

 

C. Dyes Solutions  
The reactive dyes used as adsorbates are bifunctional dyes, 
they were provided by the Stahl Iberica of Spain and they were 
simulated by aqueous solutions of organic anionic dyes 
industrially used in tanning industry, with commercial names:  
coriacide bordeau 3B, derma blue R67 and coriacide brown 
3J. Synthetic test dye solution was prepared by dissolving an 
accurately weighed amount of dye (1 g/L) in distilled water 
and subsequently diluted to required concentrations. Analytical 
samples were taken from the reaction suspensions at various 
time intervals during the reaction, then centrifuged the samples 
to remove the suspended particulates, and the equilibrium 
concentrations of dye were determined by measuring the 
absorbance at 510, 610 and 430 nm of the coriacide bordeau 
3B (pH was 6.1), derma for blue R67 (5.6) and coriacide 
brown 3J (6.3), respectively with an UV–vis 
spectrophotometer (Photolab Spektral WTW).  The complete 
structure diagrams of three dyes are not available. Intrinsic pH 
values of 6.1, 5.6 and 6 were measured at 25 °C with a Consort 
C831 potentiometer. These pH values did not vary 
immediately after addition of clay but only after few minutes 
once dye adsorption started.  

.  

D. Adsorption Studies 
Adsorption of tanning dyes by the different kaolin fractions 
was carried out in batch. Batch adsorption is a simple 
technique commonly utilized to assess the adsorptive 
capacities of natural and synthetic sorbents. In the present 
study, the Algerian bentonite, supplied by ENOF (mining 
products company), was chosen to test the adsorption capacity 
to release the anionic dyes after treatment in addition to Djebel 
Debagh “DD3” and treated Tamzert “KT2” kaolins. 
The adsorption process was conducted by adding a known 
amount of activated clays Tamazert “KT2”or Djebel Debagh 
“DD3” or bentonite into 500 mL of 100 mg/L dye solution at a 
constant stirring speed of 450 rpm. Dye adsorption kinetics 
was investigated at 20 °C and natural pH=4 for 200min. Two 
milliliters of samples were drawn at suitable time intervals. 
The samples were then centrifuged for 15min at 5000rpm and 
the left out concentration in the supernatant solution were 
analysed through UV visible at maximum wavelength.  In 
order to characterize the adsorption process of dye on clay, we 
have discussed the effect of parameters such as contact time, 
initial dye concentration, and acid activation on the removal 
rate of dye onto clay from aqueous solution. 
In the kinetic experiments the amount of dye adsorbed at a 
time interval t, Qt (mg/g) or the percentage removal (P %) were 
calculated using the following equations: 
Qt = (C0-Ct) V/m                                                              (1) 
 
P% = 100(Co − Ct)/Ci                                                                                (2) 
where C0 and Ct are the initial and liquid-phase concentrations 
at any time t of dye solution (mgl/L), respectively; qt is the dye 
concentration on adsorbent at any time t (mg/g), V the volume 
of dye solution (L), and m is the mass of kaolinite sample used 
(g). 

III.RESULTS AND DISCUSSION 

A. Characterisation of DD3 and KT2 kaolins 
 
The raw kaolins were rich in SiO2 (>40%), in Al2O3 (>30%) 
and contained only small amounts of Ca2+, Mg2+, Na+ ions 

Kaolins                                            Components (mass %) 
 
SiO2 Al2O3 Fe2O3 MgO CaO Na2O  K2O NO2 TiO2 BaO SO3 MnO LOI 

DD3 41.97 38.00 0.12 0.07 0.20 - - - - - 0.75 1.34 16.80 

KT2 49.30 33.50 1.59 0.40 0.08 0.09 2.75 - 0.24 - - - 10.50 
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(Table I). However, titanium oxide (TiO2) is present in traces 
amounts for KT2 in all their crystalline forms such as the 
anatase and the rutile and the low manganese oxide content is 
present in DD3. The low concentrations of these minerals 
generate the rheological and physico-chemicals properties 
which are direct influence on quality of raw material. 
Physical characterization of layer structure for DD3and KT2 
before and after activation was conducted by X-ray diffraction. 
The XRD results for kaolins before and after activation shown 
in Fig. 1. The interlayer spacing or d001 spacing is measured 
from the top of the corresponding Si tetrahedral silica sheet 
(T) to the top of the Si tetrahedral sheet of the following layer 
[10]. The KT2 and DD3 clays yielded, 5 to peaks in the range 
of 6–40° (2θ). The basal spacing (d001) of DD3 and KT2 
natural kaolins are 7.26, 3.50 Å, respectively attributed to 
kaolinite (Figure 1a and c). Other reflections attributed to 
quartz, calcite as impurities are observed for both natural 
kaolins. The increase of basal spacing in DD3 (7.33 Å) and 
KT2 (3.59 Å) activated (Fig. 1b and d) indicate the acid 
treatment affect slightly the structure of the components and 
expanded the interlayer spaces. Furthermore, acid treatment 
with H2SO4 0.1N, dissolves major impurities such as calcite, 
quartz and dolomite for both materials.  
 
 

 
 
Fig. 1 XRD analysis results for XRD analysis results for the natural 
and activated kaolins; (a and c): natural DD3 and KT2; (b and d): 
activated DD3 and KT2: K= kaolinite and impurity phases (C= 
Calcite, D= Dolomite and Q= Quartz) are shown. 
 
 
The infrared spectroscopy constitutes for the mineralogists a 
tool for characterization of the crystallinity of clays by the 
observation of the relative intensities of the bands of vibrations 
of hydroxyls of structure. The FTIR spectrums of natural and 
activated clays are shown in Fig. 2. As we can see, all clays 
natural and activated exhibit two moderately intense bands 
between 3620.64 and 3750cm-1, which might be ascribed to 
the stretching frequencies of the OH functional groups of co-
ordination water and of the hydration OH stretching. The 
absorption peaks between 1620 and 1630.53cm-1 can be taken 
as both due to OH stretching vibration and δ(H2O) 
deformation. The rest of the bands between 450 and 1095 cm-1 

in natural clays are due to stretching vibration of Si–O, Si–O–
Si, OH attached to (Al3+, Fe3+, and Mg2+) groups, and the silica 
quartz impurities. 
After acid treatment, a significant difference is not observed 
between original and activated KT2 and DD3. Under these 
mild conditions, the FTIR curves showed that a weak 
destruction of the layers and interlayer space of activated clay 
was carried [11]. 
 
 

 
 
Fig. 2 Infrared Spectra of naturel and activated kaolins DD3 and 

KT2 
 

SEM was used to probe the change in morphological features of 
natural and activated kaolins DD3 and KT2. Fig. 3 shows the SEM 
micrographs of DD3 and KT2. The surface morphology of natural 
kaolin is different from that of the treated kaolin.  DD3 activated has 
larger pores between particles than DD3 non activated (Fig. 3 a and 
b). Also, natural KT2 appears to be highly compact than activated 
KT2 (Fig. 3c and d). It is seen that in all non activated  kaolins  the 
inter-particle pores are smaller compared to the activated kaolins. 
 

 
Fig. 3 SEM image of DD3 and KT2 kaolins: (a and c): natural DD3 
and KT2; (b and d): activated DD3 and KT2 

 

B.Adsorption studies 
B.1  
 

Effect of contact time 

The influence of contact time on removal of blue derma R67, 
coriacide bordeau 3B and coriacide brown 3J by 4g of 

Proceedings of the 2014 International Conference on Power Systems, Energy, Environment

ISBN: 978-1-61804-221-7 193



 

 

activated Tamazert ”KT2”, Djebel Debagh “DD3” kaolins or 
bentonite at pH 4 and 20°C with an initial dye concentration 
20mg/l are shown in Fig. 4. It is evident that all clays are 
efficient to adsorb dyes with different efficiencies and the 
removal of dyes was rapid and strong in the initial stages of 
contact time (2 min) followed by a slow increase until reaching 
equilibrium, due to the abundant availability of active sites on 
the clay surface, and with the gradual occupancy of these sites, 
the sorption becomes less efficient. The shape of the curves for 
DD3, KT2 and bentonite clays are similar. This indicates a 
monolayer formation of the dye on the external surface [12]. 
The adsorption of the activated DD3 and KT2 is faster than 

that of activated bentonite for three dyes. Moreover, the 
maximum removal percentage of three dyes adsorbed (P%) is 
higher for the activated DD3 (98%) and for  
the activated KT2 (97%) than for activated bentonite (82%). 
To reach equilibrium for anionic dye as blue derma R67, it 
takes 10, 25 and 80 min for activated DD3, KT2 and 
bentonite, respectively. At the equilibrium, the activated DD3, 
KT2 and bentonite fixes more blue derma R67 than the 
coriacide brown 3J and coriacide bordeau 3B. 
  

Fig.4  Effect of contact time on the removal of three anionic dyes on activated DD3 (a), KT2 (b) and bentonite (c). 
 

B.2 
 

Effect of  clay nature 

Fig. 5 shows the effect of clay nature on the anionic adsorption 
dye at initial dye concentrations of 20mg/L at pH=4 for derma 
blue as function of contact time on 4g of activated bentonite or 
DD3 or KT2. In order to characterise the adsorption capacity 
on kaolin of the anionic dye “blue derma R67” which was 
fixed more than coriacide bordeau 3B and brown 3J, we have 
compared with activated bentonite. The removal of derma blue 
R67 was rapid in the initial stages of contact time (Fig. 5) and 
gradually decreased with lapse of time until equilibrium. The 
rapid adsorption observed during the first 2 min is probably 
due to the abundant availability of active sites on the kaolinite 
surface, and with the gradual occupancy of these sites, the 
sorption becomes less efficient. The time necessary to reach 
the equilibrium is about 10 min for DD3 and KT2 with higher 
removal percentage (98%) than that of bentonite (80%).  Thus 
the main process involved in anionic derma blue dye 
adsorption on activated DD3 and KT2 kaolins may be the 
attraction on the broken edges of clay particles where charges 
become positive at acidic pH.  

 
Fig. 5 Effect of clay nature on the removal of derma blue R67 on 
activated “DD3”, KT2 and bentonite. 

 
 
The effect of clay nature on dye adsorption observed in this 
study was explained by electrostatic interaction between 
kaolinite or bentonite and dye molecules. As the pH of the 
system (dye +kaolinite) is acid (pH=4), knowing that the pH 
has a relatively high value for kaolinite (2–4.6) [13] , the 
number of negatively charged sites decreases and the number 
of positively charged sites increases in activated DD3 and 
KT2. The lower adsorption of anionic dyes on activated 
bentonite is because of the low presence of H+ ions competing 
with dye anions for the adsorption sites. 
 
B.3 
The amount of dyes adsorbed, removal percentage (P%), 
increases with time for all initial concentration at pH=4 for 
derma blue as function of contact time on 4g of activated clay. 
When the equilibrium conditions are reached the adsorbate 
molecules in the solutions are in a state of dynamic 
equilibrium with the molecules adsorbed by the adsorbent. The 
adsorption capacity increased with increasing initial dye 
concentration and the process was faster at low concentrations 
(20mg/L) than high concentration (200mg/L) because the 
adsorption sites took up the available dye more quickly (Fig. 
6). However, at higher concentrations, dye needed to diffuse to 
the sorbent surface by intraparticle diffusion. Also, the steric 
repulsion between the solute molecules could slow down the 
adsorption process.  

Effect of  initial dye concentration 
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 Fig. 6  The effect of initial dye concentration on the removal of blue 
derma on activated DD3 
 
The high adsorption indicates that the low initial concentration 
provided a powerful driving force to overcome the mass 
transfer resistance between the aqueous and solid phases [14]. 
On the other hand, the shapes of the curves are similar and 
approximately independent on the initial dye concentration 
(Fig. 6). This indicates a monolayer formation of the dye on 
the external surface [12]. 
 
B.4 
The adsorption rate of derma blue R67 on the acid activated 
and no activated DD3 kaolin was investigated at 20°C and pH 
=4 as a function of time (Fig. 7). The removal percent of 
derma blue on the kaolinite surface increased with kaolinite 
treated. The fact that the adsorption of tanning dye increase 
with DD3activated, may be due to transforming of SOH 
groups to SOH2

 + groups on kaolinite surface according to the 
following reaction [15]:                              

Effect of  acid-activation 

 
  S − OH + H+ = SOH2

+                                                         (3) 
 

 
Fig. 7  The effect of acid activation on the removal of blue 
derma on DD3. 
                        

IV. CONCLUSION 
Algerian kaolins, DD3 from Djebel Debagh (Guelma) and 
KT2 from Tamazert (El Milia region), activated by acid 
treatment can be employed as an effective and promising low 
cost alternative adsorbents for the removal of anionic dyes 
from tannery wastewater. The adsorption of derma blue R67, 
coriacide brown 3J and coriacide bordeau 3B was highly 

dependent on initial dye concentration and acid-activation. A 
comparative study of adsorption evidences the high adsorption 
capacity of the three tanning dyes on the activated DD3 and 
KT2 than activated bentonite. An increase in the initial dye 
concentration enhances the interaction between tanning dyes 
and kaolins “DD3 and KT2”, resulting in greater and fast 
adsorption capacity with the equilibrium was attained after 10 
to 80min for anionic dyes by comparison with activated 
bentonite, the adsorption capacity is low for all the three 
anionic dyes and the time to reach equilibrium was 80 to 
140min. These results could be explained by the electrostatic 
attraction between the positively charged surface and the 
negatively charged dye molecule in the acidic medium (natural 
pH=4). Compared to standard bentonite clay, activated DD3 
and KT2 have a good and high potential for adsorption 
removal of anionic dye from aqueous solution. 
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Abstract—Application of direct-flow and vortex plasma-fuel 

systems (PFS) for coal-fired boilers of thermal power plants (TPP) at 
Ust-Kamenogorsk, Shakhtinsk, and Almaty (TPP-2 and TPP-3) 
(Kazakhstan) is discussed. In the plasma technology coal replaces 
traditionally used for the boiler start up and pulverized coal flame 
stabilization fuel oil or natural gas. Part of coal/air mixture is fed into 
the PFS where the plasma-flame from plasma torch induces 
gasification of the coal and partial oxidation of the char carbon. As 
coal/air mixture is deficient in oxygen, the carbon being mainly 
oxidized to carbon monoxide. As a result, a highly reactive fuel 
(HRF) composed of mixture of combustible gases and partially 
oxidized char particles is obtained at the exit of the PFS. On entry to 
the furnace, this HRF is easily ignited.  

Simulation and testing of PFS at existing pulverized coal-fired 
boilers of TPP confirmed the technical feasibility, environmental and 
energy efficiency of no-fuel oil boilers start-up and pulverized coal 
flame stabilization using PFS. 

 

I. INTRODUCTION 
HE technology of plasma ignition of coal and its realizing 
plasma-fuel systems (PFS) is electro- thermo-chemical 

preparation of fuel to burning (ETCPF) [1] – [6]. In this 
technology pulverized coal is replaced traditionally used for 
the boiler start up and pulverized coal flame stabilization fuel 
oil or natural gas. Part of the coal/air mixture is fed into the 
PFS where the plasma-flame from plasma torch, having a 
locally high concentration of energy, induces gasification of 
the coal and partial oxidation of the char carbon. As coal/air 
mixture is deficient in oxygen, the carbon being mainly 
oxidized to carbon monoxide. As a result, a highly reactive 
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fuel (HRF) composed of mixture of combustible gases (at a 
temperature of about 1300 K) and partially oxidized char 
particles is obtained at the exit of the PFS. On entry to the 
furnace, this HRF is easily ignited. 

II. BOILERS PLASMA START UP 
75 ton steam productivity boiler (Fig. 1) of Ust-

Kamenogorsk TPP has three main pulverized coal turbulent 
burners and two kindling muffle burners. The last two were 
transformed to PFS. Kuznetsk bituminous coal of 17.7 % ash 
content and 4878 kcal/kg calorific value was incinerated in the 
boiler. During the PFS tests at this boiler the pulverized coal 
flow through each PFS was 1.5 t/h and the primary air - 2.6 t/h. 
The pulverized coal flow through the main burners was 
11.5 t/h. Plasma torch power was varied from 60 to 70 kW and 
its heat efficiency was 85-86 %. HRF flame temperature at the 
PFS exit was in interval 1040-1240ОС. Plasma torch’s relative 
power consumptions were 0.5 – 0.7 % of the muffle burner 
heat power. NOx concentration on the PFS exit was not more 
than 20 mg/Nm3 and synthesis gas (СО+Н2) yield exceeded 60 
%. In 35 minutes of the PFS start stationary heat regime of the 
muffle burner was achieved, plasma torches were turned off 
and heated muffles went on stabilizing the flame combustion. 
The flames from muffle burners were 3 m in length. The boiler 
oil-free start-up lasted 3.25 h after which the boiler was linked 
up with the main steam pipeline of the TPP. 

75 ton steam productivity boiler of Shakhtinsk TPP has four 
burners (Fig. 2), two on the front and rear in one layer. 
Bituminous coal of 30% ash content with the flow through the 
burner (or PFS) 3200 kg/h is incinerated in the boiler. Primary 
air flow through the burner is 6400 kg/h, plasma torch power 
is 200 kW and PFS length is 2.3 m (Fig. 3). Numerical 
modeling of the ETCPF in PFS is performed using a one-
dimensional mathematical model Plasma-Coal. The calculation 
results allowed defining the geometric dimensions of PFS, the 
required power of plasma torch, temperature, velocity and 
composition of the products of ETCPF. These results can be 
used as initial conditions for numerical simulation of HRF 
combustion in the boiler furnace using Cinar ICE code. 3D 
modeling results showed that when operating PFS ignition of 
pulverized coal flame starts earlier, the combustion front 
moves to the installation location of the PFS on the boiler, 
resulting in lower temperature of the exhaust gases, the 
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concentration of nitrogen oxides in them and unburned carbon, 
compared with the traditional mode of coal incineration 
without plasma activation in PFS. 

 

 

 
Almaty TPP-3 boiler of 160 t/h steam productivity (Fig. 4) 

has four coal-fired blocks of two-layer slot burners (Fig. 5). 

Consumption of 45 % ash content and 3800 kcal/kg calorific 
value Ekibastuz bituminous coal was 4 t/h through each 
burner. Two PFS were installed in the lower layer of the 
burners diagonally. Plasma torches were running on the power 
of 120-140 kW (350-450 A current, and 300-350 V voltage). 
Ignition of the flames in the furnace was observed in 2-3 
seconds after submitting of pulverized coal at a rate of up to 3 
t/h through each PFS. Coal-dust flame temperature at the exit 
of the PFS reaches 1200-1300OC, and is 5-6 m in length. 
Using these parameters, the formation of the bright yellow 
core flame in the center of the furnace was observed. In 3.5 
hours from the kindling start parameters of the boiler reached 
operating values, and it was connected to the steam main, after 
which air/coal mixture was filed to all the burners. According 
to the rule one start-up of the boiler consumes 12 tons of fuel 
oil that by calorific value is equivalent to 30 tons of the coal. 
Instead, one start-up on average consumed about 16.5 tons of 
coal that confirms ETCPF energy efficiency. The specific 
power consumptions for plasma torches were 1.2-1.4% of the 
heat capacity of pulverized coal burners. 

 
 

 
Fig. 5. Sketch of direct flow PFS – burner assembly with plasma 
torches: 1) dust flue, 2) chamber of plasma ignition, 3) plasma torch, 
4) plasma flame, 5) partition plate, 6) secondary air duct, 7) furnace 
border, 8) oil fuel nozzle channel 

 

 
Fig. 4. BKZ-160 boiler furnace of 160 ton steam productivity 
(Almaty TPP-3) equipped with two PFS (top view) 
 

 
Fig. 3. Sketch of the PFS for replacement of the traditional burners 
of the boiler BKZ-75 
 

 
Fig. 2. Layout of the furnace of BKZ-75 power boiler: 1) burner 
throat, 2) section of the swiveling chamber of the boiler 
 

 

 
Fig. 1. PFS layout at a boiler of 75 ton steam productivity of Ust-
Kamenogorsk TPP (cross-section view of the furnace with PFS): 1) 
plasmatron, 2) chamber for  plasma assisted incineration, 3) muffle 
burner, 4) flame of high reactive two component fuel from PFS, 5) 
pulverised coal flame, 6) air-coal mixture from the main burners, 7) 
furnace, 8) the main pf burners 
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III. COMPUTATION OF PFS AND FULL-SCALE INDUSTRIAL 
BOILER'S FURNACE 

The fulfilled verification of CINAR ICE code for plasma 
assisted coal combustion in the experimental furnace of 3 MW 
power confirmed legitimacy of the used codes complex 
(PLASMA-COAL and CINAR ICE) for simulation of the 
furnaces equipped with PFS. Thus in this part the numerical 
study was performed for a power-generating boiler with a 
steam productivity of 75 t/h. The boiler’s furnace (Fig. 2) is 
equipped with four swirl burners arranged in one layers, by 
two burners, on the boiler front and backside. Low-rank 
bituminous coal of 35.1 % ash content, 22 % devolatilization 
and 18550 kJ/kg heat value was incinerated in the furnace. 
Averaged size of the coal particles was 75 micron. All the 
calculations were performed in accordance to the aforecited 
technique. 

Three modes of the boiler operation were chosen for the 
numerical studies. The first one was traditional regime, using 
four pulverized coal burners, the second one was regime with 
plasma activation of combustion, using the replacement of two 
burners onto PFS (Fig. 3), and the third one was regime of the 
boiler operation using four PFS instead of all burners. 

PLASMA-COAL computer code has been used for 
calculation of ETCPF in the volume of PFS of 2.3 m length. 
The following initial parameters were used for calculations: 
plasma torch power was 200 kW, initial temperature of 
pulverized coal (coal/air mixture) was 90ОС, coal and primary 
air consumptions through PFS were 3200 and 6400 kg/h 
correspondingly. 

The results of numerical simulation by the PLASMA-COAL 
code are summarized in Table I. Heat value of the coke 
residue was 8580 kJ/kg. These data were taken as initial 
parameters for 3-D computation of the furnace of the power-
generating boiler equipped with PFS. This computation was 
performed using CINAR ICE code to demonstrate advantages 
of plasma aided coal combustion technology. 

 
Initial parameters for calculations of the furnace (Fig. 2) in 

different operational regimes were the following: temperature 
of the secondary air was 290ОС, coal productivity of the 
burner was 3200 kg/h and primary air flow rate through the 
burner was 10260 kg/h. Secondary air flow rate to the boiler 
was 78160 kg/h. The grid is defined by 85 x 69 x 116 grid 

lines in three directions (x, y and z). 
The calculations results are shown in Figs. 6 - 10. Fig. 6 

visualizes the difference between temperature fields in three 
regimes of coal incineration. In the traditional regime (Fig. 
6 a), with maximum temperature of 1852ОС, four symmetrical 
flames are generated. In central space of the furnace they form 
overall body of flame with the temperature about 1300OС. In 
Fig. 6 b two PFS are on top. The PFS impact appears as 
increase of temperature maximum up to 2102OС and 
transformation of HRF flame shape, it becomes narrow and 
longer. When the furnace operates with four PFS (Fig. 6 c) the 
flames length increases but maximal temperature decreases to 
1930ОС. 

 
Average characteristics of the boiler are compared in Figs. 

7 - 10 for three modes of the boiler operation. The temperature 
curves have a characteristic maximum in the zone of the 
burners arrangement at a height of 4 m (Fig. 7). In the 
traditional mode of combustion level of the average 
temperature in the furnace at a height of up to 6 m higher than 
that for the boiler operating with PFS. The temperature 
difference reaches 75 degrees (height between 2 and 3 m), due 
to more intense radiation from the coal particles having a 
higher concentration and the total surface at the traditional 
combustion, compared to the operation mode with PFS. From 
the PFS HRF enters the combustion chamber, consisting of  
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Fig. 7. Furnace height distribution of mass average temperature: 1) 
standard operational regime, 2) regime with two PFS, 3) regime with 
four PFS 
 

 

 
a       b       c 

Fig. 6. Temperature field within the combustion chamber at the level 
of the pulverized coal burners: a) standard operational regime, b)  
plasma operational regime with two PFS, c) plasma operational 
regime with four PFS 

 
Table I. Characteristics of ETCPF at the PFS exit 

Content of gas phase, vol.% & kg/h 

H2 CO CH4 C6H6 CO2 H2O N2 O2 

14.2 18.4 0.3 0.6 6.8 2.9 56.4 0.3 

88.5 1599.0 14.0 133.8 931.2 162.8 4911 31.0 

Ash, kg/h Char carbon, kg/h THRF, OC VHRF, m/s 

1123.2 435.0 997 189 
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fuel gas and coke residue particles, whose mass does not 
exceed 30 % of the consumption of raw coal, which leads to a 
threefold reduction in the total surface of the radiating 
particles. Further, the section of the furnace from 4.5 to 16.75 
m, the temperature in the regime with PFS higher than that for 
the traditional burning by 10 and 32 degrees in the case of 2 
and 4 PFS respectively. This is due to more complete fuel 
burnout (Fig. 8) by ETCPF confirmed by decreased oxygen 
concentration in the furnace at the same location (Fig. 9). PFS 
improves the environmental characteristics of the combustion 
of solid fuels. Compared with the traditional mode of coal 
incineration use of four PFS reduces the unburned carbon at 
the outlet of the furnace (height of 16.75 m) 4 times, and 
nitrogen oxide emissions by more than 2.2-fold (Fig. 10). 

IV. COMPUTATION OF 420 T/H STEAM PRODUCTIVITY 
BOILER’S FURNACE EQUIPPED WITH PFS 

The boiler of 420 t/h steam productivity (Fig. 11) is 
equipped with 6 swirl burners arranged in two layers, three 
burners each, on faced wall of the furnace. As it is seen from 
the figure three PFS (Fig. 12) are installed instead of two 
burners of the lower layer and one of the upper layer. Low-
rank Ekibastuz bituminous coal of 40 % ash content, 24 % 
devolatilization, 5 % humidity and 16700 kJ/kg heat value was 
incinerated in the furnace. The coal grinding fineness is 
R90=15 %. All the calculations were performed in accordance 
to the aforecited technique. 

 
PLASMA-COAL computer code has been used for 

calculation of ETCPF in the volume of PFS of 3.687 m length. 
The following initial parameters were used for calculations: 
plasma torch power was 200 kW, initial temperature of 
pulverized coal (coal/air mixture) was 90ОС, coal and air 
consumptions through PFS were 6000 and 8955 kg/h 
correspondingly. 

The results of numerical simulation by the PLASMA-COAL 
code are summarized in Table II. Heat value of the coke residue 

 
 

 
Fig. 11. Scheme of industrial 420 t/h steam productivity boiler in 
Almaty TPP-2 (Kazakhstan) retrofitted with PFS: 1) standard 
pulverized coal swirl burner, 2) PFS 
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Fig. 10. Furnace height distribution of NOx mean concentration:  
1) standard operational regime, 2) regime with two PFS, 3) regime 
with four PFS 
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Fig. 9. Furnace height distribution of carbon mean concentrations: 1) 
standard operational regime, 2) regime with two PFS, 3) regime with 
four PFS 
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Fig. 8. Furnace height distribution of carbon mean concentrations: 1) 
standard operational regime, 2) regime with two PFS, 3) regime with 
four PFS 
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was 6165 kJ/kg.These data obtained for the PFS exit were 
taken as initial parameters for 3-D computation of the furnace 
of a power-generating boiler equipped with PFS. This 
computation was performed using CINAR ICE code to 
demonstrate advantages of plasma aided coal combustion 
technology. 

 

 
Initial parameters for calculations of the furnace (Fig. 11) in 

different operational regimes were the following: temperature 
of the secondary air was 280ОС, coal productivity of the 
burner was 12000 kg/h and primary air flow rate through the 
burner was 17900 kg/h. Secondary air flow rate to the boiler 
was 446412 kg/h. Averaged size of the coal particles was 60 
micron. The furnace size is as follows: 27 m height, 7.7 m 
depth and 14.5 m width. The x, y, z grid size was, respectively: 
106 x 38 x 104. 

The model predictions are presented in Figs. 13 - 17 which 
show results for the plasma-activated coal combustion in 
comparison with conventional coal combustion. Figs. 13 and 
14 show temperature fields along the furnace height in the 
mean cross-sectional plane for two regimes of the furnace 
operation, traditional (Fig. 13) and plasma activated coal 
combustion (Fig. 14). The figures visually demonstrate the 
difference between the temperature fields for the two modes of 
coal combustion. When the coal combustion is in conventional 

 

 
mode, six symmetric pulverized coal flames are formed. 
Maximum temperature of these flames is 1852OC. In Fig. 14 
one can see influence of PFS on to the shape of the ETCPF 
flame and its maximal temperature. In the presented plane PFS 
is upwardly. High temperature body of the flame is moved 
closer to the PFS exit and upper in the furnace. Its maximal 
temperature is 1588OC. 

Averaged temperature curves (Fig. 15) have their maxima. 
The first one (H = 3 m) is generated by overheating of the 
furnace back wall by the pulverized fuel flame. The second 
maximum is above level of the burners of the upper layer due-
to common forming of the flame body and observed moving as 
a result of natural convection. Averaged temperatures in the 
furnace operated in conventional mode are higher one for the 
furnace operated in plasma assisted regime using PFS. The 
difference achieves 350 degrees at the furnace exit. The reason 
of this is more intensive radiation of coal particles which have 
higher concentration and total reacting surface when the 
furnace operates in conventional mode in comparison with 
plasma assisted coal combustion. When PFS operates two 
component fuel of combustible gas and particles of coke 

 

 

  

 
Fig. 13. Temperature field (oC) along the furnace height in the mean 
cross-sectional plane of the furnace when it works in conventional 
mode of coal combustion 
 

 
Table II. Characteristics of ETCPF at the PFS exit 

Content of gas phase, vol.% & kg/h 

H2 CO CH4 C6H6 CO2 H2O N2 O2 

1.05 7.75 0.3 0.77 15.6 3.55 70.84 0.15 

7.272 751.4 16.75 207 2378 220.5 6870 16.49 

Ash, kg/h Char carbon, kg/h THRF, OC VHRF, m/s 

1518 261 1025 48.2 

 
 

 

 
Fig. 14. Temperature field (oC) along the furnace height in the mean 
cross-sectional plane of the furnace when it works in plasma-assisted 
mode of coal combustion using 3 PFS 
 

 

 
Fig. 12. Layout of the PFS for the boiler of Almaty TPP-2: 1) 
channel of the external flow of pf, 2) secondary air duct, 3) inlet of 
pf external flow, 4) inlet of pf internal flow, 5) plasmatron, 6) 
chamber for pf flow turning, 7) chamber for plasma chemical 
preparation of fuel for combustion, 8) chamber for mixing and 
thermochemical preparation of fuel, 9) furnace 
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residue enters the furnace. Mass of this fuel does not exceed 
30 % of the initial coal mass. That decreases total surface of 
the radiative particles. 

 

 

 

At the furnace exit when three PFS operate concentration of 
unburned carbon (Fig. 16) is 16 % less one when the furnace 
works in traditional mode of coal combustion. Use of PFS 
improves ecological characteristics of the process of solid fuel 
combustion. Fig. 17 demonstrates more than 33 % decrease of 
nitrogen oxides concentration. Evidently decrease of unburned 
carbon and NOx concentrations at the furnace exit improves 
ecology-economic indexes of TPP. 

V. CONCLUSION 
Simulation and testing of PFS at existing coal-fired boilers 

of TPP confirmed the technical feasibility, environmental and 
energy efficiency of fuel oil free boilers start-up and 
pulverized coal flame stabilization using PFS. 

PFS tests at the boilers BKZ-160 and BKZ-420 of Almaty 
Power System in the mode of the boilers start-up from cold 
confirmed possibility of high ash Ekibastuz coal ignition. 

Inculcation of PFS gives economical effect, which depends 
on coal/fuel oil price ratio (Table III). Pay back period varies 
from 12 to 18 months. Economical effect for TPP of 
Kazakhstan is 400 mln. of US dollars a year. 
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Abstract—The paper presents a hybrid scheme to enhance the 

stability of the multimachine power system. The voltage regulation 
and the angular stability of the power system are improved with the 
help of STATCOM. A novel robust regulator for the STATCOM 
with a wide area multi frequency band supplementary controller is 
used to improve the voltage profile of the power network and to 
damp the inter area low frequency oscillation.  The selection of the 
wide area control signals is done by using eigenvalue sensitivity 
expressed in terms of participation factor. The effectiveness of the 
proposed scheme is tested on IEEE 12 bus benchmark system to 
cover a wider range of operating conditions. The simulation results 
show that the proposed scheme stabilizes the system at multiple 
operating points.   
 

 

Keywords— STATCOM, Robust Control, Voltage Regulation, 
Low Frequency Oscillation 

I. INTRODUCTION 
UE to economical, geographical and environmental 
reasons, the transmission and generation networks of 
the power system are being operated close to their 

safety limit. This in turn weakens the system against 
transient and dynamic disturbances. The static synchronous 
compensator (STATCOM) under steady state condition can 
control the voltage and the reactive power exchange with the 
network at the point of common coupling (PCC) and is also 
capable of improving the damping of power system during 
dynamic and transient disturbances. Many control schemes 
have been reported in literature for improving the regulation 
property of the STATCOM in terms of voltage and power 
under different applications with the use of PI controller as 
regulator for ac system voltage, the dc voltage and the 
current regulators [1-7] under dynamic conditions of fault 
and loading. A typical double loop PI control strategy using 
fixed gain was employed for regulating the voltage at the 
PCC.  Due to fault or switching there is change in system 
matrix and eigenvalue; also the controller can give uncertain 
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or indefinite results, if the integrator of the controller 
saturates in presence of the control error which becomes too 
large under the condition of sudden changes in load, power 
system configuration To have the satisfactory dynamic 
response, some non linear techniques using ANN and fuzzy 
logic have been forwarded for adapting the PI controller 
gain of the STATCOM during dynamic disturbances [8-11]. 

The main contribution of the reported work is in 
highlighting a novel PI regulator scheme which have the 
advantage of being inexpensive, robust and provides better 
reactive power support in comparison to conventional 
STATCOM PI regulator while performing its main task of 
voltage regulation and it does not involve the use of 
intelligent or non linear control technique which requires the 
rule base or the training which is a tedious and expensive 
method of implementation. 

Change in power system operating conditions and 
dynamic disturbances such as loss of line, occurrence of 
fault and load change can trigger oscillations in power 
systems which are due to relative angular motion between 
the rotors of synchronous machines. Under certain operating 
conditions, the oscillations may be poorly damped or 
unstable. In order to improve the angular stability methods 
such as fast acting excitation system and use of power 
system stabilizer (PSS) are prevalent. PSS are generally 
tuned for narrow operative range to provide damping torque 
component used for controlling generator excitation to damp 
the oscillations. In multimachine system each machine is 
generally equipped with such exciters and PSS to damp the 
local mode of oscillation. STATCOM besides regulating the 
voltage and the power flow at the point of common coupling 
to the grid can also be used to damp these oscillations. 
However the angular stability controllability depends upon 
the location of the device i.e. STATCOM  in the grid and 
the quantity viz. bus voltage or angle, line current, line 
active or reactive power to be controlled. In literature one 
can find the use of supplementary controllers for the 
STATCOM linear and non linear, intelligent and optimized 
controllers are used for damping the oscillations [12-17].  
Earlier paper used the local signals as the input to the 
auxiliary or the supplementary controller but wide area 
signals can also be used to damp the inert area oscillations 
but in this paper both the local and global feedback signals 
are used as the input to the proposed supplementary 
controller and its output is used as the stabilization signals to 
the STATCOM line voltage controller for damping out the 
low frequency oscillations.   
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II. STATCOM STRUCTURE 
Usually a STATCOM is installed to support power 

system networks that have a poor power factor and often 
poor voltage regulation. It controls the line voltage at the 
point of common connection to the electric power network 
by generating or absorbing reactive power at a faster rate. It 
is based on a power electronics voltage-source converter. 
The nonlinear STATCOM equation of the VSC based 
STATCOM described in d-q reference frame [18] are given 
by (1) and (2) 
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whereVd and Vq are the VSC side voltage id and iq are 
injected STATCOM currents, C is the equivalent 
capacitance of the dc bus capacitors, Vdc is the voltage 
across the DC capacitor, R and L represent the coupling 
transformer resistance and inductance, ω: synchronous 
angular speed of the network voltage at the fundamental 
system frequency f and V represents the grid side voltage.  

In order to determine the power exchange between the 
STATCOM and the power system the frequency control and 
the voltage control has to be exercised. The frequency 
control is achieved by modulating the active (id) and 
reactive output current (iq) while the voltage control is done 
by generating the voltage reference signal Vr by controlling 
iq which is varied in accordance to the frequency deviation 
which directly represents the power oscillation of the power 
system. The frequency signal is derived from the positive 
sequence components of the ac voltage vector measured at 
the PCC of the STATCOM, through a phase locked loop. 
The actual power exchange is done by tracking the reference 
values Vr*or in actual iq* and this is achieved by injecting 
the voltage in phase with the line voltage at PCC. This 
synchronization is done with the help of PWM based 
switching of VSC module for which the voltage vdq* 
generates the modulation index and phase.  

A. Transfer Function of  Voltage Source Converter of the 
STATCOM and Current Controller 

Considering the multiple input multiple output system 
described by (1) two identical single input single output 
system for d and q axis transfer function is derived and is 
given by (3) 
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For the obtained plant transfer function a first order PI 

controller is sufficient so that the closed transfer function of 
the plant and the PI controller together depicts a low pass 
filter with bandwidth α and time constant τ. The desired PI 
obtained is represented in (4) 

s
iK

pksiG +=)(      (4) 

The mapped controller parameters are kp = αL and ki = αR. 
From (3) and (4) it is clear that the VSC transfer function 

is based on the impedance seen by the VSC to the grid side. 
So the controller is also mapped on the same basis. For 
proper synchronization the impedance too has to be 

represented in synchronous frame too. If ys is a general 
space vector with θ=ωt , its transformation in synchronous 
coordinates is 

θjesydqy −=         (5) 
The time derivative of (5) is transformed as (notations, 
derivative operation p=d/dt) 

dqyjpje
dt
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sdy )(
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In the Laplace domain, the following substitution is made as 
s→s+jω. This implies that the complex impedance of an 
inductor in synchronous coordinates is represented as 

LjwssZ )()( +=          (7) 
So the modified identical d-axis (as is q-axis) transfer 
function in reference to (3) obtained is 
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Now the aim is to find the synchronous coordinate equation 
for this (1) has to be modified 
(notations, ),, indqvvdqvEjxqxddqxx ==+==  

vijwLRE
dt

idL −+−= )(         (9) 

And the system transfer function )(sG is given by 

jwLsLRv
isG

++
−==

1)(          (10) 

Cross coupling is initiated by the term jωLi (since 
multiplication by j maps the d axis on q axis and vice versa). 
With the accurate estimation of L this can be achieved. L  is 
estimated for L. For high performance and accuracy current 
tracking we need to cancel this cross coupling. Selecting v 
as (9) and estimating the value of E as E  we have 

iLjwEvv −+−= '            (11) 

If LL = and  EE =  , then 

sLR
vi
+

=
'

              (12) 

The decoupled system transfer function obtained is 

sLRv
isG

+
==

1
'

)('             (13) 

B. Decoupled Current Control 
To establish the decoupled current control consider (9) as 

reference and continuing with it. We define I , complex 

integrator state variable as ε=
dt

Id , we have 

)()()()( qjidiLjwqjIdIkiqjdpkqEjdEv +−+−+−+= εε  
 (14) 

The reference voltage is then computed by writing the real 
and the imaginary part  

qiLwdiikdpkdEdv +−−= ε*       (15) 

diLwqiikqpkqEqv +−−= ε*       (16) 
where id and iq determines the active and reactive power 
flows.  
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C. Proposed  Robust Control Scheme 
   For large step variation of the d-current, the controller 
might demand a too large voltage. Considering v as the 
reference voltage, the PI controller output is expressed as 

   ),()()( εε =+=
dt
dIwheretIiktpktv     (17) 

The difficulty arises once v becomes limited. In order to 
avoid this, the integrator part I should not be updated with 
too large error ε. For this the integrator is fed with another 
error ε , so that vv = . 

)()()( tIiktpktv += ε       (18) 

Then by writing the difference vv −  the error is 

pk
vv −

+= εε           (19) 

For the decoupled controller (15) and (16) can be expressed 
as 

qLidiLdqiikdqpkdqEdqv ωωε ++−−=*   (20) 

The value of *
dqv  after some saturation is expressed as 

qiLdiLdqiikdqpkdqEdqv ωωε ++−−=*    (21) 

By writing the difference vdqv −*  the error fed to the 
controller is 

pk

vdqv
dqdq

−
+=

*
εε        (22) 

The advantage of using this robust signal is that it 
continuously updates the new reference value of voltage and 
hence the control scheme efficiently generates the new 
reference value for the active and the reactive component of 
current (id and iq) which is aimed to achieve better power 
flow or in turn result in better voltage regulation. The 
validation of the proposed scheme is done on IEEE 12 bus 
system shown in fig. 1. 
 The system considered is a standard IEEE 12 bus 
benchmark power system.  After completing load flow study 
for the selected network bus 4 has the lowest bus voltage of 
0.95 p.u. The STATCOM is connected to bus 4 for the 
purpose of improving the voltage stability and to control the 
voltage and the active reactive power flow during the 
dynamic disturbances.. 

 

Bus 1

STATCOM

M

M

M

Infinte Bus

Bus 5

Bus 4
(PCC)Gen 2Bus 10Bus 2

Bus 6

Bus 7 Bus 8

Bus 9

Bus 3

Bus 11

Gen 3Gen 
4
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Fig. 1 IEEE 12 bus benchmark system 

III. INTER AREA LOW FREQUENCY OSCILLATION DAMPING 
A multimachine power system is characterized with low 

frequency oscillations owing to the presence of group of 

generators because of which interplant/local mode of 
oscillation and interarea mode of oscillations can be present. 
To overcome the local mode of oscillations the synchronous 
machine are provided with fast exciters and locally tuned 
PSS. But they fail to damp the interarea oscillations. 
Although STATCOM is already installed in the selected 
power system to improve the voltage profile which is its 
primary objective but the same can be used to damp the 
present interarea low frequency oscillations.  

A. Signal Selection 
For the purpose of stabilizing the oscillations  any of the 

available measured signals such as frequency and speed 
deviations of the generators,  bus voltage, bus angle, line 
current, line active, and reactive power can be used as 
feedback signal. But in this paper both  the speed deviation 
has been taken as input signal to the controller which helps 
in generating a new voltage reference control signal. There 
speed signals can be treated as feedback signal which forms 
the input of the proposed controller. 

A simplified linearized method, dependent on the 
operating condition of the power system, is applied for 
introducing auxiliary signals to the STATCOM controller 
for improving the transient and dynamic behavior of the 
power system, by controlling the network parameters in its 
neighborhood. The state space representation of the power 
system can be expressed as 

)()()(
u(t)B  x(t)A  (t) 

.
x

tuDtxCty ∆+∆=∆
∆+∆=∆       (23)  

where )(tx∆  and )(ty∆ are the state and output vector of 
dimension n and m respectively, A is the state matrix of 
dimension n × n. The method of modal analysis of the given 
power system is conventionally done to find out the 
dominant machine of each area. The right eigenvector gives 
the system mod of oscillation. The participation factor helps 
to relate the participation of the respective state variable to 
the selected mode or in other words it relates the left and the 
right eigenvectors for identifying the relationship between 
the states and the modes.  For any given eigenvalue iλ of 
the state matrix A, assume iφ  and iψ to be the left and the 
right eigenvectors respectively. Then the participation factor 
p, for the kth element is defined as 

ikkikip ψφ=          (24) 
 The eigenvalue analysis of the system shows that there 

are three modes of oscillations oscillating at different 
frequency owing to the presence of three synchronous 
generators. as shown in table 1. The participation of the 
generator speed deviations (∆ω2, ∆ω3, ∆ω4) and in the three 
oscillating modes is also shown in table 1. 

 
Table 1 Critical mode of oscillation of IEEE 12 bus System 

System 
modes 

Damping 
(%) 

Frequency 
(Hz) 

Participation Factor 
ω2 ω3 ω4 

-0.19 ± 
4.982 3.81 0.792 0.459 0.0002 0.0021 

-0.318 ± 
j7.436 4.27 1.183 0.0049 0.426 0.0451 

-0.143 ± 
j4.449 3.21 0.708 0.016 0.0978 0.311 

 
It is clear that the participation of ∆ω3 and ∆ω4 in first  
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Figure 2: Complete proposed control Scheme 
 
mode oscillating at frequency 0.792 Hz is low. While the 

participation of ∆ω2 in other two modes oscillating at the 
frequency of 1.183 Hz and 0.708 Hz respectively is 
relatively low in comparison to ∆ω3 and ∆ω4. 

It can be attributed that generator 2 considerably being in 
the vicinity of the infinite bus has sufficient damping 
whereas damping is required for the other modes. For this 
∆ω3 and ∆ω4 are selected as input for the supplementary 
controller for damping these local mode oscillations. 

B. Supplementary Controller Design for Damping Low 
Frequency Oscillation 

The external controller is supplemented to first level 
control helps in generating a new voltage reference control 
signal Vr* proportional to the generator speed deviations (of 
generators 3 and 4). This added signal causes the iq, to vary 
around the operating point defined by Vr*, to damp the 
power oscillations. The voltage at PCC is forced to 
decrease/increase when the frequency deviation Δf is 
positive/negative aiming at reducing/increasing the 
transmitted power thus providing reserve that opposes the 
deceleration/acceleration of the generator in power system. 
The fixed structure controllers are designed for the desired 
gain and phase characteristics of the frequency stabilizer for 
the case of modulating the output current iq. The power 
system oscillations are damped out by rapidly exchanging 
active power with the utility system i.e. by controlling the 
output direct current id. Thus the reference of the 
STATCOM output current, id*, is directly derived from Δf. 
For this a band pass filter is used where tuning of the 
intermediate band filter is done at 0.7 Hz and high pass filter 
is tuned at 7 Hz which provides zero gain at high frequency 
and phase leading up to the resonant frequency. The 
resulting compensator controllers are combined to obtain 
frequency stabilizer with an adequate phase characteristic 
for all small frequency deviation modes. The resulting 

stabilizer signal is then passed through a final limiter for 
setting the reference id*. The complete proposed control 
scheme is shown in fig.2. The frequency response of the 
proposed multiband tuned filter structure is shown in fig. 3 

 

 

Fig. 3 Frequency response of tuned filter structure 

IV. RESULTS AND DISCUSSION 
The system considered is a standard IEEE 12 bus 

benchmark power system. The selected power system is 
divided into three areas. (a) Area 1 which consist of 
generator 2 and buses 1,2,7,9 and 10. (b) Area 2 consist of 
generator 3 and bus 3,4,5,8 and 11 and (c) Area 3 consist of 
generator 4 and buses 6 and 12 basically it connects the area 
1 and area 2. Simulations for the Load flow and dynamic 
stability studies for the selected power system were carried 
out in PSAT toolbox in MatLab and it was observed that 
area 2 is the weakest and needs voltage support at buses 4 
and 5. So shunt compensation in form of STATCOM is 
applied at bus 4 which considerably improves the voltage 
level, as suggested by the simulation results 

A. Transient StabilityTest 
A general 3phase to ground fault is applied to the middle 

of the parallel transmission lines connecting the STATCOM 
to the generator at t=0.4s  for 100 ms (6 cycles) and the bus  
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Figure 4 Case-I (a) reference current tracking (b) active power oscillation (c) injected reactive power (d) voltage at PCC 

 

 

Figure 5: case-I  (a) rotor angle variation (b) frequency (c) voltage profile 
 
 
is loaded with switch capacitive and inductive load form 

t=1.15  to 1.55 with a span switching of point twenty. The 
STATCOM operates in the reactive current reference 
control mode. Figure 4(a), shows the reactive current 
tracking. The good performance of the voltage regulation at 
the PCC of the STATCOM is evidently depicted, fig. 4(d),  
by the compensators ability to inject or withdraw reactive 
power, fig 4(c), into the network in response to the active 
oscillation in active power viz. load angle fig 4(b). During 
the time when the transmission line active power (load 
angle) is increasing, reactive power injection into the 
network causes an increase in PCC voltage which opposes 
the change in active power. The power compensation 
depends upon the severity of the fault and loading 
conditions. 

 

B. Dynamic response of the controller for power oscillation 
damping  
1) Case 1 

The performance of the proposed auxiliary controller is 
discussed under the condition of three phase short circuit at 
bus 3-4 for 100 ms after this the line is reconnected  . This 
causes electromechanical oscillations of the generator which 
have effect on the rest of the electric system. To maintain 
the system stability these oscillations have to be damped out 
by the proposed control scheme. The results are shown in 
fig.5  

 
2) Case-II  

The operating condition of the selected power system is 
changed by changing the active power of generator 3 and 4. 
After reaching the steady state condition fault is applied at 
bus-4. The obtained simulation results are shown in fig 6. 
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Figure 6: case-II Change in active power (a)  rotor angle variation (b) frequency (c) voltage profile 

 

Figure 7 case-III Loss of line (a) rotor angle variation (b) frequency (c) voltage profile 
3) Case-III 

The STATCOM at bus 4 loses impact if the transmission 
line 4-6 is disconnected the effect is more severe the result is 
shown in fig. 6 

V. CONCLUSION 
This paper presented the stability enhancement ability of 

the STATCOM connected to a multimachine system. The 
mathematical model of PI regulator is developed to provide 
reactive power support during various operating conditions. 
An auxiliary controller in addition to STATCOM line 
voltage controller is also proposed which efficiently damps 
out the low frequency oscillations and provides improved 
performance as compared to conventional STATCOM 
scheme using fixed structure controller. The wide area 
signal selection for the auxiliary controller was done on the 
basis of eigenvalue sensitivity   expressed in terms of 
participation factor of the network parameter. 
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Abstract:  In this chapter we propose to design a robust control 
using sliding mode for chopper control of synchronous 

generator. The purpose is therefore to make the voltage and the 

current control resist to speed variations, because the variation 
of speed degrades the performance of the voltage pruducted to 

the networks. The use of the nonlinear sliding mode method 

provides very satisfactory performance for chopper control of 

synchronous generator, and the chattering effect is also elim-
inated by the function “sat”. Simulation results show that the 

implementation of the sliding mode controllers leads to 

robustness and dynamic performance satisfaction. Conclusions 

are summarized in the last section. 

 

Keys words: synchrone generator, wind turbine, sliding mode 
control and voltage control. 

 
I. INTRODUCTION 

Global consumption of energy has increased in recent 

years because of massive industrialization which tends to 

grow more and more, specifically in certain geographic 

areas as Asian countries [1]. 

The risk of shortages of fossil fuels and their effects 

on climate change, indicate once again the importance of 

renewable energy. Following this awareness, economic 

development that takes care of the environment becomes 

absolutely necessary [2]. 

Several sources of renewable energy are object of 

advanced researches, which aim to develop techniques for 

extracting power with high reliability, lower cost and 

increase energy efficiency [2-3]. 

In this paper, we focus on the conversion of wind 

energy into electrical energy that has became competitive 

due to three main factors [4]: 

 Wind energy is clean, renewable and naturally 

replenished by nature,  

 The development of the wind turbine industry, 

 The evolution of semiconductor technology, and new 

methodologies for control of variable speed turbines.  

However, several problems, related in part to the 

complexity of wind conversion systems as the need for 

speed multiplier between the turbine and generator, and 

the instability of wind speed on the other hand [5]. 

The use of wind turbine structures with synchronous 

generator of high poles number make of wind conversion 

systems with variable speed more attractive than those 

with fixed speed, because of the possibility of extracting 

the optimal energy for different wind speed, reducing 

mechanical stresses by eliminating the multiplier which  
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improves system reliability, and reduce the maintenance 

costs [1, 6].  

 

This paper deals with a variable-speed system consisting 

of synchronous generator, diode rectifier and thyristor 

inverter. The advantages of the synchronous generator 

and a diode rectifier are the high efficiency of the rectifier 

and the low price. There are two disadvantages that can 

be important in wind turbine generator systems. Motor 

start of the turbine is not possible without auxiliary 

equipment and the torque control is normally not faster. 

The aim of this report is to describe an efficient variable-

speed system and to model the generator and converter 

losses [1]. 

 

In this context, the present study focuses on wind 

energy, which seems to be one of the most promising. 

The aim of this paper is to present a comprehensive 

model of a synchronous generator based on a proposed 

structure and control strategies to optimize power output, 

to regulate the DC bus voltage, and to control voltage 

transmitted to the network [1, 7].  

To control the Wind Energy Conversion System (WECS) 

we need robust controller. Sliding Mode Control (SMC) 

is a nonlinear control technique derived from variable 

structure control system theory and developed by Vladim 

UTKIN. Such control solution has several advantages 

such as simple implementation, robustness and good 

dynamical response. Moreover, such control complies 

with the nonlinear characteristic of the switch mode 

power supplies [4, 11, 12]. The organization of this 

chapter is as follow: in the first section, we establish the 

model of the turbine. The second section is devoted to 

modeling the synchronous machine with their equivalent 

electrical model. Global model of the chain of wind 

conversion device and associated controller are developed 

in an equivalent continuous model that takes into account 

relevant parts of the voltages at the generator, the DC bus 

and the network is started at third Section. 

The last section is devoted to the simulation 

results. All models developed in this study are simulated 

by the Matlab-simulink. 

 
II. WIND CONVERSION SYSTEM MODEL 

The WECS described in this article includes the wind 

turbine, synchronous generator, a transformer, a diode 

rectifier, a filter and an inverter. In this system, the wind 

energy is transmitted through the turbine to the three-

phase synchronous machine and generated in electrical 

form. This energy is transmitted directly through a 

transformer, a bridge rectifier and inverter to the electrical 

Sliding mode Control of Chopper Connecting 

Wind Turbine with Grid based on 

synchronous generator 
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network (Figure 1). We consider in this study that the 

transformer is perfect. The main assumption in this 

simplified study is that the currents are sinusoidal and 

semiconductors are ideal [6-7]. Figure (1) shows the 

equivalent diagram of the WECS. 

SG

       Rectifier Chopper Inverter

Electrical 
Network

 

Fig.1. Wind electrical conversion system based on synchronous 

machine  

A. Turbine Model 

The turbine model is to present the power and the torque 

developed by the turbine, and which can be defined by 

the following equations [2-3, 8]: 

)(
2

1 32  pm CvRP                                 (1) 

p
m

m CvR
P

T 23

2

1






                                (2) 

Which   presents the ratio between the turbine angular 

speed and the wind speed. This ratio called the tip speed 

ration and is defined as: 

v

R
                                  (3) 

Where:   is the air density, R  is the blade length, v  is 

the wind speed, pC  is the power coefficient,   is the 

turbine angular speed.  

The power coefficient ( pC ) presents the aerodynamic 

efficiency of the turbine and depends on the specific 

speed   and the angle of the blades. 

It is different from a turbine to another, and is usually 

provided by the manufacturer and can be used to define a 

mathematical approximation. A model of wind is 

developed and it’s presented on figure (2). 

 
Fig.2. Model of Wind  

 

Figure (3) represents the power coefficient pC  as a 

function of   and  . 

 

 

 

 

 
Fig.3. Power coefficient pC  as a function of   and   

 

Figure (4) shows the mechanical power as a function 

of rotor speed of the turbine for different values of wind 

speed [4]. 

 
Fig.4. The characteristics of the mechanical power as function 

of the turbine speed. 

 

B. Generator Model 

The generator chosen for the conversion of wind 

energy is the synchronous generator [6, 9-10]. The  

dynamic model  of  synchronous generator in  d-q frame  

can  be  represented  by  the  following equations:  

Electrical equations: 

dt

d
iRV

dt

d
iRV

dt

d
iRV

fd

fdffd

qs

dsqssqs

ds
qsdssds















                   (4) 

The flux linkage equations are: 

dsfdfff

qsqqs

fdfddsdds

iMiL

iL

iMiL













                            (5) 

The dynamic behavior of synchronous generator can be 

defined by: 

dt

d
JfTT emm


                                                  (6) 

Where sR  – stator resistance, fR  is the field résistance, 

qsds LL ,  – respectively direct and quadrature stator 

inductances, fL  is field inductance, WT  – Wind torque 
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applied to SG rotor, emT – electromagnetic torque, p  – 

pair number of poles, f – is the damping coefficient, J – 

is the moment of inertia,  – electrical angular speed of 

motor.  

III. Sliding Mode Controller 

A. Sliding mode principle 

Sliding modes is phenomenon may appear in a 

dynamic system governed by ordinary differential 

equations with discontinuous right-hand sides. It may 

happen that the control as a function of the system state 

switches at high frequency, this motion is called sliding 

mode. It may be enforced in the simplest tracking relay 

system with the state variable x(t) [7, 8]: 

uxf
t

x





)(                                                  (7) 

With the bounded function f(x) 

tconsffxf tan)( 00  and the control as a 

relay function (figure(5)) of the tracking error  

t

x
tre




 )(   )(tr is the reference input and u is given 

by : 










0

0

0

0

eifu
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Fig. 5 – relay control 
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r
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


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B. CONTROL  STRATEGY  

It is possible to control the load voltage, by the control of 

the converter associated. The all system is shown in 

Figure (6). The control of the system is based on the 

control of the PWM inverter and the chopper [15-16]. 

The DC-Link is made by using buck DC/DC converter.  

SG

SMCSMC
Vdref

       Rectifier Chopper Inverter

Electrical 
Network

 
Fig.6. Control of the WECS. 

 

For the Buck converter we consider the following sliding 

surface S : 

e
t

S ).(



                                                             (8) 

where k is the sliding coefficient and e is the output 

voltage error defined as follows : 

dcdcref VVe                                                             (9) 

By considering the mathematical model of the Buck 

converter, the surface can be expressed by the following 

expression (Tan, et al, 2006; Ben Saad et al 2008): 

).(.
1
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V
S 




                      (10) 

and its derivative is given by : 
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The next step is to design the control input so that the 

state trajectories are driven and attracted toward the 

sliding surface and then remain sliding on it for all 

subsequent time. The SMC signal u consists of two 

components a nonlinear component us and an equivalent 

component ueq , [13]. 
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Let us consider the positive definite Lyapunov function V 

defined as follows: 

2.
2

1
SV                                                                     (13) 

The time derivative 
t

V




 of V  must be negative definite 

0




t

V
 to insure the stability of the system and to make 

the surface S attractive. Such condition leads to the 

following inequality: 

0).
.

.(. 






s

red u
CL

V
S

t

S
S                                      (14) 

 

To satisfy such condition, the nonlinear control 

component can be defined as follows: 

)(Ssignus   
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Where dcV  output voltage of chopper, redV  intput 

voltage of chopper, drefV  reference voltage, L and C is 

the inductance and capacitance of chopper. 

C. SIMULATION DES RESULTATS 

In this part we have simulated, the system described in 

Figure (6), taking into account of the real waveforms.  

The wind speed taken is 3m/s and that change to 6m/s at 

t=20s (Fig. 7). The reference DC-link voltage taken is 

vVdcref 580  and which corresponds to the voltage 

applied in the network with a value of 220v and a 

frequency of Hz50 . 

Figures 8.a and 8.b present the simulation results using a 

sliding mode controller voltage. 

It can be shown that the voltage generated will influence 

the energy consumption figure (8.a). In figure (8.b), the 

voltage given by the chopper follows the reference 

voltage needed for the voltage requested by the network. 
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Fig. 7. The curve of wind speed 
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Fig. 8. The voltages in the output of: a- Rectifier, b- Chopper 

 

In the grid side, we have simulated the WECS in two 

cases: without using controllers and with using 

controllers.  

In the first case, the voltages in the grid phases vary with 

the variation of wind speed (Figure 9.a). In the second 

case, the voltages in the grid phases are constant in 

different variations of wind speed (figure 9.b).  

Figure (10) shows the voltages in three grid phases. The 

use of SM gives good result in control of voltages 

transmitted to the grid. 
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-b- 
Fig. 9. The voltage in the grid phase A : a- Without controller, 

b- In the presence of controller 
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Fig. 10. The voltages in the three phases grid  

 

D. CONCLUSION 

In this chapter, we have described the different structures 

of wind turbines based on the synchronous generator; we 

have established a model of the wind conversion chain, 

consisting of a synchronous generator, a three-phase 

diode rectifier, a Buck chopper and a PWM Inverter. We 

have subsequently built a device for controlling the chain 

of the proposed conversion.  

The all system is simulated in two different wind speed. 

The simulation results show the possibility of extracting 

the maximal of wind power, and the control of the 

chopper output voltage and the inverter in order to 

regulate the grid voltages to the desired values. 
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Abstract- This paper, dealing with T-Off, would focus on the 
fundamental problems of high Voltage Lines and the 
procedures for fixing them. 
 
Key words: 
High Voltage Lines, Information Transmission Systems, T-
Off. 
 

I. INTRODUCTION 
If a high Voltage Line is used for voice and data 

transmission too, the PLC communication link should 
have a proper response in the defined range. It is 
obvious that if the Line does not transfer a proper 
frequency signal, communication would be undesirable 
especially for data. 

This paper is organized as follows: a brief review of 
T-off in section two. Section three focuses on the effect 
of T-off existence. Section four gives some practical 
simulation. Issues on T-off issues on frequency domain 
and line improper impedance analysis are presented in 
section five and six, respectively. Finally, the simulation 
results and drawn conclusions are summed up in 
sections Seven. 

 
II. T-OFF 

In Particular, for assigning a frequency to a PLC link 
in point-to-point lines consisting one or more T-off, a 
range of PLC frequency band should be considered 
which has the perfect frequency behavior. It's obvious 
that existence of any Notch in a Line frequency signal 
would disturb proper usage of PLC in that area. 
Creation of notch in frequency signal is depending on 
T-Off that easily could be explained. 

For instance: suppose the distance of a T-Off up to 
transmission Line (data) is equal to 2Km ; the end of the 
T-Off is open and the PLC wave transmission rate on 
the Line is equal to sm8102× .According to 
transmission theory if the T-Off length is equal to 
multiple of 4λ   and the end of the Line is open 
,therefore in Line frequency signal the frequency of 25 
kHz, 75 kHz, 125 kHz and etc Notch  are seen. 
Whatever the length of T-OFF become more the 
number of Notch frequency in PLC band will increase. 
Indeed all the Notch will close to each other and 
capability of Line usage in a very shorter limited area 
would be possible. 

 
 
However environmental term especially humidity will 

cause Line weakness, specific Lines Impedance and 
change in all the frequency Notch. 

 
III. EFFECT OF T-OFF EXISTENCE 

Significant problem on transmission Line will occur if 
the T-Off length ( )λ  is noticeable than message signal 
wave length ( )λ . 

According to figure 1, amount of  inZ ompute from  , 

0Z  and TZ  
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= .and 0Z  is specific Line Impedance. 
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Fig. 1.  Modeling transmission Line that include T-Off 
 

III-1- Example No. 1: ∞=TZ  
inZ



4λ=

λ=2λ=

43λ=

 
βcot0jZZin −=  
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III-2- Example No. 2: 0=TZ  
inZ



4λ=

λ=2λ=

43λ=

 
βtan0jZZin += 

 
IV. PRACTICAL RESULTS 

One T-Off with the length of 1 m & 4 m in situation 
of 0=TZ  and ∞=TZ  in the frequency range of  0 up 
to 400 have been simulating in lab. As regards to below 
figures in specific frequencies Line weakness is 25 db 
more than other frequencies. 
IV-1- In figure 2, m1=  and 0=TZ  

As you see Line signal is similar to band pass filter 
signal that this transmission Line is useless in 
frequencies about 115 MHz, 230 MHz and 345 MHz. 

 
Fig. 2.  Line signal if m1=  and 0=TZ , short circuit 

 
IV-1- In figure 3 m1=  and ∞=TZ  

As regards Line signal is similar to band pass filter 
signal that this transmission Line is useless in 
frequencies about 180MHz, 240 MHz and 300 MHz. 

In figures 4 and 5, m4= , 0=TZ  and ∞=TZ , 
respectively. 

As been considered whenever the T-Off length 
increase the useless frequencies will increase too. So the 
canal frequency should be elected punctuality. 

In above simulated circuits if we thousand fold the T-
Off length and wave length the above frequencies will 
change from MHz to kHz. 

So in figure (1) if we change the frequencies from 
MHz to kHz (that is in PLC duty) despite the length of 
T-Off that is 1 km Line signal is equal to high Voltage 
Line signal. This matter is accurate in other simulated 
figures and circuits. 

 
IV-3- Practical Solutions 

While there is T-Off in transmission Line before 
specifying a frequency a team should be send to 
purposed sites for Line scan and election of proper 
canal. 

 
V. SPECIFYING A FREQUENCY  

V-1 - Problem/ Question 
Existence of PLC Line filter creates the ability that 

several PLC could use from one transmission Line in 
common. But there are some limitations. 

 

 
Fig. 3.  Line signal if m1=  and ∞=TZ , open circuit 
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Fig. 4.  Line signal if m1=  and ∞=TZ , short circuit 

 
Fig. 5.  Line signal if m1=  and ∞=TZ , open circuit 

 
Suppose that PLC second link want to use from one 

canal so the send and receive frequencies will be 1RX , 

1TX , 2RX  and 2TX , respectively. 
In international standard IEC 60495 exactly these 

limitations has been mentioned. 
KHzTXTX ji 8≥−  

KHzRXTX ji 8≥−  

KHzRXRX ji 8≥−
 

 

There is no limitation for iRX  and iTX  so the 
frequency subtraction of iRX  and iTX  even can be 
equal to zero. 

Exactly this limitation is because of Line filter band 
width and receiver. Line filter designed in a way that 
has short circuit in favorite band width and high 
Impedance out of band with the distance of 12 kHz 
(accordingly PLC Impedance could be ignore/forget in 
frequencies higher than limited area). 

 
V-2 - Practical solutions 

All PLCs that violate above limitation by adding new 
PLC should be adjusted again when disrespect above 
limitations. And also should be adjusted again after 
PLC deletion. 

 
VI. LINE IMPROPER IMPEDANCE 

VI-1 - Question 
Line improper Impedance can be because of: lacking 

or mismatching Line Trap, mismatching LMU, 
existence of T-Off and existence of the PLCs that are in 
neighbor canals. 

 
VI-2 - The problem that occur because of improper Line 
Impedance 

Improper Line frequency signal; 
Improper adjust of Hybrid circle; 
Returning capability in amplifier; 
Changing Line filter signal. 
 

VI-3 - Practical solutions 
In all above mentioned conditions frequency 

specifying should be done punctuality and before 
specifying a frequency an expert team should be send to 
purposed sites for Line scan. 

 
VII. RESULTS 

Having strong Data Base consist of below 
information for optimizes use of High Voltage Lines 
and data transmission is strongly needed and this 
information and data should be updated continually. 

1. The posts manner of connection with High Voltage 
network. 

2. Existence or lack of Line Trap and Line Trap Band 
Width in all of the posts 

3. Plc's send & receive frequency canal using in any 
post and in any High Voltage Line. 
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Abstract—Wind energy is considered to be a clean and green 

source of energy. Among various renewable energy sources wind 

energy is found to be most efficient in nature. Production of wind 

energy is associated with a huge capital cost followed by 

maintenance cost. In the present paper a new cost model is proposed. 

Model as proposed is found to be effective for the economic analysis 

of wind turbine, in addition to the computation of its total cost. The 

developed cost model has been used to determine the rating of wind 

turbine, which results in a maximum saving due to certain reduction 

in cost effecting parameter.  

 

Keywords— Cost model, Economic analysis, Renewable energy 

sources, Wind energy, Wind turbine 

I. INTRODUCTION 

eneration of energy mainly follows the use of 

conventional sources like coal, petroleum etc. But these 

sources are depleting with time, moreover use of these 

sources also leads to environmental effects like climate 

change, global warming to some extent. With increase in 

population and considering the environmental changes there is 

a huge need to shift to renewable energy sources. There are 

many renewable energy sources that can be exploited 

efficiently and effectively, these include solar energy, wind 

energy, tidal energy etc. As per the statistics available due to 

many reasons wind energy seems to be effective in contrast to 

others. The contribution of wind power to the energy supply 

has reached a substantial share even on the global level. Total 

power generated worldwide by the use of wind energy 

conversion system is around 282275 MW.  
There are many factors affecting the cost of energy produced 

using a wind farm. No doubt there is negligible fuel cost 

associated with wind energy but installation of wind turbine 

requires great capital cost and in addition to that also the 

operational and maintenance cost. Wind power plants appear 

to be a viable alternative in contrast to other renewable energy 

resources due to clean and never ending fuel. Generating 

electricity from wind makes economic as well as 

environmental sense; the wind is a free, clean and renewable 

fuel which will never run out. Even though wind is free its 

cost of electricity however, is not free. There are initial capital 

costs of purchasing wind turbines, towers, transportation of 
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materials, labor charge, expertise charge, operational and 

maintenance cost etc. Wind turbines are becoming cheaper 

and more powerful, with larger blade lengths which can utilize 

more wind and therefore produce more electricity, bringing 

down the cost of renewable power generation. 
Many researchers tried to explore wind energy economics. 

Milborrow [1] studied the economics of wind power and its 

comparison with conventional thermal plant. It includes the 

expected prices and of wind energy up to year 2000. In 1997, 

national wind coordinating committee [2] published a paper 

which reviewed the measures of cost used for electricity-

generating systems employing wind turbines. Peter fugslang 

and Kenneth thomson [3] tried to optimized the cost of wind 

turbines for large scale offshore wind farms. Optimizations 

were carried out to find out the optimum overall wind turbine 

design. They also analyzed that wind turbines for offshore 

wind farms should be different compared with a standalone 

system. In 2001 they [4] presented a method for site-specific design 

of wind turbines where cost of energy is minimized. Hani [5] 

described several optimization models for the design of a 

typical wind turbine tower structure by considering cross 

sectional area radius of gyration and height as effective design 

variable. Neils [6] studied the development of methods and 

guidelines for the use of wind energy in isolated communities 

and presented an approach in order to support a fair 

assessment of the technical and economic feasibility of wind 

energy. In 2008, Marıa [7] observed the capital cost and the 

variable cost associated with generation of wind energy. In the 

same year Sangmesh [8] presented a new methodology to 

select a wind turbine generator from the view point of 

performance and economic consideration. Many new 

technologies as emerged to lower the wind energy were 

examined by Hoffman [9]. Dai [10] studied the wind energy 

resources assessment in wind power generation and described 

various wind energy resources assessment methods. Stannard 

[11] found energy yield and cost analysis of small scale wind 

turbines. A further attempt was made by Thomas [12] to 

analyze the development in large blades for lowering cost of 

wind turbines. IRENA issued a cost analysis series [13] 

focusing mainly on cost associated with renewable energy 

technology. Eric [14] presented a technical report that 

identified and summarized the past and future cost of wind 

energy. John [15] formulated the design of an integral wind 

turbine tower and foundation system as a multiobjective 

optimization problem using the process automation and design 

exploration software insight. In the present work a model has 

been developed for determining total cost for a wind turbine at 

a given power rating considering cost of transportation, 

manufacturing and percentage value of other cost associated.  

Economic Analysis of Wind Turbine Using 

New Cost Model 

Sahil Bajaj, Kanwarjit Singh Sandhu 
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II. ECONOMICS OF WIND TURBINE 

As shown in fig. 1 cost of wind power plant may be 

distributed among the major works as given below.  

1. Planning and project costs (9%)  

2. Turbine cost (64%)  

3. Civil works (16%)  

4. Grid connections (11%)  

5. Others (1%)  

 

 
Fig. 1 Factors and their percentage affecting capital cost 
 

On the basis of facts as shown in fig. 1, Cost of wind turbine, 

which accounts for the major share, needs analysis to derive 

the total cost of the plant. A typical wind turbine may consist 

of number of constituting parts and cost of its major 

components is as shown in fig. 2. 

 

 
Fig. 2 Main components of wind turbine 
 

From above figure, it is observed that cost of nacelle, cost of 

rotor and cost of tower accounts 94% of the total cost of the 

wind turbine. This is dependent upon the rating and weight of 

the complete structure. In the next section an attempt has been 

made to estimate the total cost of wind turbine with a focus on 

nacelle, tower, rotor and other components such as rate of 

interest on loan, consultancy, commission, maintenance etc. A 

new cost model has been proposed for the economic analysis 

of wind turbine.  

III. COST MODEL 

The total cost, (C), of the wind turbine may be calculated as a 

sum of following components: 

 

 Manufacturing cost of the component 

 Cost of material used for manufacturing the various 

components 

 Transportation cost 

 Other cost such as rate of interest on finance, consultancy 

commissions, maintenance cost etc. 

 

Using the facts as mentioned above, following model may be 

developed to analyze the effect of many factors on the cost of 

wind turbine. 
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Where 

 

C= Total cost of wind turbine(Rs.) 

Ct=Transportation cost/ton (Rs). 

Cj=Price of the j
th

 material/ton (Rs). 

Ri =Per unit cost of i
th

 component. 

bi=Per unit manufacturing cost of i
th

 component. 

k0=percentage value of cost which includes rate of interest on 

loan, consultancy, commission, maintenance etc. 

Wi(p)=weight of i
th

 component in tons as a function of turbine 

rating. 

Wj(p)=weight of j
th

 material used in construction in tons as a 

function of turbine rating.  

 

In the above model for finite positive value of total cost, the 

term which appears in the denominator should have a range as 

below.  
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 > 0.  

Its maximum value may be one, which is true if 
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=0, which is not possible. However its 

maximum possible value is desirable to reduce the cost of 

generation. This can be achieved by the maximum feasible 

reduction of bi & k0 & it is true also. 

IV. RESULTS & DISCUSSIONS 

The model developed was used to analyze the effect of k0 on 

the total cost of wind turbine. For such analysis MATLAB 

coding is employed and cost model as proposed is used for 

reflecting the effects of variation of k0 from 0.1 to 0.09. 

Values of other parameters as used in cost model are shown in 

Appendix-I. Fig. 3 shows the effect of variation of k0 on the 

total cost of wind turbine. Further, simulated results as shown 

in tables 1 to 6, are sufficient to describe the effect of such 

changes on the total cost of the turbines and resultant savings. 

9% 

64% 

16% 11% 
1% 

Factors and their percentage 
affecting capital cost  

0% 10% 20% 30% 40%

Rotor

Nacelle

Tower

Others

Percentage cost of major 
componenets 
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Fig.3 Effect of K0 on total cost of wind turbine. 

 

 

Table 1 Effect of k0 on cost when turbine rating is 800kw 

k0 Cost Percentage 

reduction in 

cost 

Saving 
(Rs/Kw) 

 

0.1 5919400 0 0 

0.098 5902700 0.282123188 20.87 

0.096 5886000 0.564246376 41.75 

0.094 5869500 0.842990844 62.37 

0.092 5853000 1.121735311 83.00 

0.090 5836600 1.398790418 103.50 
 
Table 2 Effect of k0 on cost when turbine rating is 1600kw 

k0 Cost Percentage 

reduction in 

cost 

Saving 
(Rs/Kw) 

 

0.1 7868000 0 0 

0.098 7845800 0.282155567 13.87 

0.096 7823600 0.564311134 27.75 

0.094 7801600 0.843924759 41.50 

0.092 7797700 0.893492628 43.93 

0.090 7758000 1.398068124 68.75 
 
Table 3 Effect of k0 on cost when turbine rating is 2400kw 

k0 Cost Percentage 

reduction in 

cost 

Saving 
(Rs/Kw) 

 

0.1 11162000 0 0 

0.098 11130000 0.286686974 13.33 

0.096 11099000 0.564414979 26.25 

0.094 11068000 0.842142985 39.16 

0.092 11037000 1.119870991 52.08 

0.090 11006000 1.397598997 65.00 
 

 

 

Table 4 Effect of k0 on cost when turbine rating is 3200kw 

k0 Cost Percentage 

reduction in 

cost 

Saving 
(Rs/Kw) 

 

0.1 15801000 0 0 

0.098 15757000 0.278463388 13.75 

0.096 15712000 0.56325549 27.81 

0.094 15668000 0.841718879 41.56 

0.092 15624000 1.120182267 55.31 

0.090 15580000 1.398645655 69.06 
 
Table 5 Effect of k0 on cost when turbine rating is 4000kw 

k0 Cost Percentage 

reduction in 

cost 

Saving 
(Rs/Kw) 

 

0.1 21786000 0 0 

0.098 21725000 0.279996328 15.25 

0.096 21663000 0.56458276 30.75 

0.094 21602000 0.844579087 46.00 

0.092 21542000 1.119985312 61.00 

0.090 21482000 1.395391536 76.00 
 

Table 6 Effect of k0 on cost when turbine rating is 4800kw 

k0 Cost Percentage 

reduction in 

cost 

Saving 
(Rs/Kw) 

 

0.1 29117000 0 0 

0.098 29034000 0.28505684 17.29 

0.096 28952000 0.56667926 34.37 

0.094 28871000 0.84486726 51.25 

0.092 28790000 1.12305526 68.12 

0.090 28709000 1.40124326 85.00 
 

Results as given above may be used to draw the fig. 4, which 

shows the saving per Kw, when K0 varies from 0.1 to 0.09. It 

is also evident the savings per Kw comes out to be highest for 

a turbine rating for 800Kw as Rs. 103.50.  Whereas, it’s value 

is always less than 103.5 for other ratings. Such analysis 

shows that for maximum saving for such variation of k0, 

selection of rating of wind turbine should be 800 Kw or it’s 

multiple. For example it is economical to install six units of 

800 Kw instead of single unit with 4800 Kw. 

 

 
Fig.4 Saving per Kw, when K0 varies from 0.1 to 0.09 
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V. CONCLUSIONS 

In the present paper a new cost model as proposed is found to 

be effective for the economic analysis of wind turbine, in 

addition to the computation of its total cost. It is observed that 

the denominator of the cost model which depends upon k0 

may be controlled by controlling this parameter, which in turn 

depends upon the interest rate of finance involved for the wind 

power plant. A small change in this parameter may be 

effectively utilized for maximum saving by using proposed 

model. This has also been proved in the result and discussion 

section of the paper.  

 

APPENDIX-I 

Ct = Rs.3375 /ton 

CJ for iron=Rs 3600/ ton 

Cj for steel =Rs 4500/ton  

Cj for copper = Rs 209400/ton 

Cj for resin = Rs 62230/ton 

CJ FOR GLASSFIBER =61130/TON 

Ri  for nacelle =0.35 

Ri for rotor=0.30 

Ri   for tower=0.29 

bi for nacelle   = 0.3 

bi for rotor =0.1 

bi for tower =0.3 

Total weight of all components 

=67.73+0.02167p+0.00001341p
2 

WJ(p) for steel= (10.038+0.045269p+0.0000020115*p
2
) 

WJ(p) for copper=(14.7224-(0.0069388*p)+0.0000029502*p
2
) 

WJ(p) for iron=(38.144-0.0179778*p+0.0000076437*p
2
) 

WJ(p) for resin=(2.4876+0.0183138*p+0.0000004023*p
2
) 

WJ(p) for resin =(1.6224+0.0006532*p+0.0000002682*p
2
) 
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Abstract— As native plants are better adapted to 

the local environment, can endure long spells of drought, 
withstand high soil salinity levels and provide a more natural 
effect to landscape projects, their use in landscape projects 
are gaining popularity. Standardization of seed germination 
methods and raising the hardened plants of selected native 
plants for their use in landscape projects will both conserve 
natural resources and produce sustainable greenery. In the 
present study Haloxylon salicornicum ,a perennial herb with 
a potential use for urban greenery was selected for seed 
germination tests as there is an urgent need to mass multiply 
it  for it’s large-scale use. The main outcome of this study is 
to provide information about the best propagation methods of 
Haloxylon salicornicum native plants to enhance the use of 
native plants in landscaping. 
 

I. INTRODUCTION 
HE world’s arid ecosystems support only plants with 
minimum water requirement that are drought and salt 

tolerant. An ongoing program to introduce and screen plants 
from different regions of the world that have agro-climatic 
conditions which are similar to Kuwait is essential in 
developing and continually updating the plant palette. Over 
the years, the Kuwait Institute for Scientific Research has 
introduced and evaluated several plants from various sources 
for their adaptability and growth performance under Kuwait's 
harsh environmental conditions. Some of them were found to 
be promising in enhancing plant diversity, thereby allowing 
greater flexibility in plant selection, preventing visual 
monotony and increased aesthetic appeal to the local 
landscape and greenery activities. Water-efficient plants play 
an important role in conserving natural resources in the 
world’s arid regions. 

 

 
 The author is grateful for the financial support of Kuwait Institute for 
Scientific Research (KISR) provided for this project. 

 

Water conservationis a vital issue that is not only 
restricted to the desert countries but is also of international 
significance [5]. The native plants are disappearing from 
their habitat at an alarming rate. Although the introduced 
ornamental plants are essential in providing diversity in 
urban and suburban landscape projects, a majority of them 
require excessive irrigation water and maintenance to cope 
with the harsh summer weather conditions. Therefore, the use 
of a proper blend of exotic and native plant species could 
lead to the establishment of sustainable greenery in urban and 
sub-urban areas. The use of native plants in urban landscape/ 
greenery will also reduce fertilizer, pesticide and insecticide 
usage, thereby minimizing threats to the local environment. It 
will also promote wildlife, and at the same time, conserve 
native vegetation. Therefore, the evaluation of native plants 
for their suitability for urban landscape has obtained very 
promising results. The ornamental introduction program, 
together with the evaluation of native plants, has led to the 
selection of several promising plants. These plants need to be 
mass multiplied for use in large-scale landscaping and 
greenery projects. Several native desert environment plants 
are being threatened and are facing danger of extinction due 
to anthropogenic causes [4]. 

Because sustainable greenery and landscaping are the 
needs of the day, particularly in countries that have limited 
natural resources, the propagation of native perennial 
vegetation makes efficient utilization of available natural 
resources in greenery. The natural designs are best adapted to 
the local conditions, require less maintenance, reduce 
environmental damage, benefit wildlife and require little 
maintenance. Moreover, the use of desert plants will expand 
the plant species’ diversity, offering greater flexibility in 
urban landscape projects. Utilizing the native desert plants 
will also minimize the need for introducing the exotic 
ornamental plants, thereby reducing the chances of accidental 
introduction of new pests and diseases along with exotic 
plants. The desert plants provide seasonal interest and help 
preserve the local wildlife habitat. Sustainable landscape has 
long-term benefits as the plant species reseed themselves 
every season. Native plants in gardens can potentially aid 
conservation by contributing to the genetic diversity and 
buffer small and otherwise isolated populations from 
extinction [6]. 
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Haloxylon salicornicum is a perennial shrub with a great 
potential for dune fixation, it promotes the biodiversity, as 
lizards and different kind of Fauna and flora are coexisting 
naturally with it. Flowering is during October to November, 
it is distributed in areas northeast of Kuwait and south of 
coastal areas[1],[3]and [7].  Seed germination of halophytic 
species is regulated by factors such as water, temperature, 
light, soil salinity, and their interactions [2] . Haloxylon 
salicornicum was selected for germination studies for its 
mass propogation through seeds. Haloxylon plant is an 
excellent sand binder [3] and is a native plant with a potential 
for urban greenery in Kuwait. 

II. MATERIALS AND METHODS 
The seeds of Haloxylon salicornicum used in this 

experiment were collected from Kuwait desert during 
December 2012 from Wadi Al-Batin, and it was stored in the 
seed bank of Kuwait Institute for Scientific Research from 
that time at 4°C temperature, another seed lot collected from 
National park on December 2012 was used directly without 
storing it in the seed bank.  

Our experiment started on May 2013, The seeds of 
Haloxylon salicornicum underwent nine treatments with five 
sets of replications of each treatment. A total number of ten 
seeds were used in each replication and, hence, fifty seeds 
were used in each treatment. The seeds were incubated at 
22°C, under continuous light and, 40% humidity. The nine 
treatments are: 

 
T1 -10 days dry heat (50°C) 

T2- 10 days dry heat (50°C) + 250 GA3 

T3-10 days dry heat (50°C) + 500 GA3 

T4-20 days dry heat (50°C) 

T5-20 days dry heat (50°C) + 250 GA3 

T6-20 days dry heat (50°C) + 500 GA3 

T7-250 GA3 

T8-500 GA3 

T9-Control 
 
Pre-treated seeds were germinated in Petri dishes with 

moistened filter paper, thin layer of water was always 
maintained. Observations of seed germination and seedling 
vigor on 1 to 5 subjective scales with five being the most 
vigorous seedling were recorded. Data were compiled and 
analyzed using the Analysis of Variance procedures 
(ANOVA). As germination was poor, the same treatments 
were repeated with seed lot 2 after removing the wings. The 
results of the experiments are discussed below. 

III. RESULTS AND DISCUSSIONS 
The germination percentage and vigor index is 

presented in Table 1. Control/untreated seeds exhibited 
highest germination with highest number of vigor 5 seedings. 
Treatment with 250 GA3 also produced similar results.This 
indicates that germination of Haloxylon salicornicum was 
slightly reduced by pretreatment with 10d, 20d heat and GA3 
other than 250GA3. Untreated seeds of Haloxylon 
salicornicum can germinate readily without any pretreatment 

The seeds of Haloxylon salicornicum exhibited less 
germination rate and percentage with high temperature 
treatments and high GA concentrations. Seed lot that was 
collected from the National Park, and wasn’t stored in the 
seed bank, did not germinate easily because of dormancy. 

Among the different treatments in Haloxylon 
salicornicum after the wings were removed, the control and 
250 GA3 produced the maximum germination (86%). The 
removal of wings in Haloxylon salicornicum before pre-
treatment is found to improve the germination. 

Table 1. Germination and the Vigor Index Observed in Haloxylon salicornicum from Seed lot 2(Seed 
Bank) under Different Treatments  

Treatment V1 V2 V3 V4 V5 Total 
Vigor 

Germination 
(%) 

T1 10 d heat (50°C) 0 1 3 8 22 34 68ab 
T2 10 d heat (50°C) + 250 GA3 1 0 1 6 13 21 44.7c 
T3 10 d heat (50°C) + 500 GA3 1 1 4 5 19 30 60bc 
T4 20 d heat (50°C) 1 0 6 0 30 37 74ab 
T5 20 d heat (50°C) + 250 GA3 1 1 1 5 29 37 74ab 
T6 20 d heat (50°C) + 500 GA3 1 1 4 1 26 33 66ab 
T7 250 GA3 0 1 1 0 41 43 86a 
T8 500 GA3 0 0 0 2 36 38 76ab 
T9 Control 0 0 0 1 42 43 86a 

Note: V5:Excellent; V4: Very Good; V3: Moderately Good; V2:Average; V1: Poor. The means in the column followed 
by similar letters within column are not significant at p≤0.01. 
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Applying GIS to assessment of ecosystems in the 
landscape level 

Case study from the Czech Republic 
 

Vilém Pechanec, Ivo Machar, Aleš Vávra, Helena Kiliánová 
 

Abstract - Remote sensing and GIS are very important 
methods for assessment of changes and development of 
ecosystems in the landscape level. The aim of this work was to 
identify and evaluate the state and development of the 
permanent grass herbages in the Horňácko region (Czech 
Republic) on the basis of historical and present geodata, aerial 
and satellite images and other available materials. With the 
help of the landscape-ecological indices, we are able to 
describe the state and structure of the permanent grass of 
geoinformation technologies, especially by employing the 
geographical information systems and remote sensing. We used 

two GIT types which are closely connected and supplement 
each other. The values of the ecological indices were obtained 
by application of the Vector-based Landscape Analysis Tools 
extension and Patch Analyst extension and Image/Spatial 
Analyst extension for processing of the LANDSAT image. 

 
Keywords - GIS, ecosystem, land-use, landscape indicators, 

remote sensing.  
 

I. INTRODUCTION 

 
Geoinformation technologies are specific information 

technologies used for processing of geodata and 
geoinformation. At present, they become very important 
tools in geoanalysis and are integral parts of all scientific 
disciplines that work with spatial data. The fundamental 
geoinformation technologies include geographical 
information systems (GIS), remote exploration of the 
Earth, digital relief models, positional and navigational 
systems, computer cartography, digital photogrammetry 
and spatial modeling. 

This article deals with applying of remote sensing and 
GIS methods to assessment of ecosystems in agricultural 
landscape in the Horňácko region, extending to the 
White Carpathians Mountains Protected Landscape Area 
(Czech Republic). The the structure of ecosystems and 
their land cover have dramatically changed since the last 
hundred years due to the political and economical 
changes in the central Europe (changes in the ownership 
and the transfer of the small-scale production to the mass 
production). The aim of this article is to identify and 
evaluate these changes of ecosystems in the landscape 
level. 
 

II. METHODS AND PROCEDURES 

 
A. Data collection and pre-processing 
The aim was to acquire various types of background 

data which were subsequently used as input data in the  
 
 
process of finding solutions of various types of spatial 

operations, analyses and evaluation of changes in the 
development of permanent herbages (abbreviated in the 
article as “TTP”).  

 
A.1 Tabular data 
The data originated from the project called “Motive 

Powers of Changes in Differentiation of Usage of 
Landscapes of the Czech Republic and Neighbouring 
Countries - Perspectives after Acceptance to EU”. 
According to [1] the attribute table, based on the 
cadastral data from years 1845-1948-1990-2000, 
constitutes the groundwork of these data. Since the area 
of particular land registers changed, some land registers 
were formed and others ceased to exist, the land registers 
were therefore added to so-called the Basic Territorial 
Units, whose area was almost constant in the given years 
(i.e. the area changed within 1 % tolerance). In the 
tabular and map form, the stable land register represents 
well-established, detailed background for all procedures 
ending with the detailed knowledge on the development 
of the landscape structure. One can say that it is a 
comprehensive, up-to-date ultimately objective and 
precise piece describing quantitative and qualitative state 
of land reserves and economics in the Czech lands, 
Moravia and Silesia. For each time interval, an 
individual table was constructed characterizing the 
evolution of land exploitation in the particular cadastral 
territories in terms of hectares and percentages. 

 
A.2 Satellite images 
CORINE Land Cover (CLC) - We used data sets 

from two time periods, namely CORINE Land Cover 
CLC90 and CORINE Land Cover CLC2000. Both 
covers were in SHP data format and provided data on the 
whole territory of the Czech Republic. For further 
processing, it was necessary to modify these two covers 
with respect to the extent of interested territory with the 
use of ArcGIS program (function “Clip”). In order to 
have individual categories matched with the legend 
defined for tabular data, new categories of landscape 
exploitation were determined: woods, grasslands, non-
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forest green, arable land, gardens and vineyards and 
built-up area. By this process, two new covers were 
formed, which became a basis for following operations 
and analysis of changes in TTP areas. 

 
LANDSAT - From the beginning of seventies of the 

20th century, satellites of LANDSAT system and image 
data, which are produced by this system, are widely 
recognized as the most important source of information 
on natural sources of the Earth. For the need of our 
study, the satellite image was taken by a LANDSAT 7 
satellite with an ETM+ (Enhanced Thematic Mapper 
Plus) sensor. The image was downloaded from the 
webpage belonging to Global Land Cover Facility 
(CLCF).  The image is related to the time period in the 
year 2000. 

In the working environment of the ArcGIS software 
program (using “Clip” function), the image was cut 
along to the outermost points enclosing the interested 
territory. We then worked only with these layers 
(covers). 

Thanks to the high number of contained spectral zones, 
it is possible to visualize the interested territory in 
various combinations of spectral zones when each of 
these combinations brings a slightly different view and 
highlights certain properties of the land surface. 

 
A.3 Vector data 
The vector data comes from the Fundamental Basis of 

Geographical Data (ZABAGED®).  ZABAGED® is a 
digital geographical model of the territory of the Czech 
Republic, which, with its characteristic accuracy and 
particulars of imaging of geographical reality, 
corresponds to the accuracy and particulars of the Basic 
Map of the Czech Republic with the 1:10000 scale [2].  
These data were in the SHP data format and related to 
the year 2001. For finding the changes in the landscape, 
the second cover of ZABAGED® was created, this time 
for the year 2007 when it was updated by the 
combination usage of following programs: Janitor and 
ArcGIS. For subsequent comparison with the CORINE 
Land Cover data, the legend was reduced from 10 
categories of land exploitation to seven categories. 

 
B. Software and methods 
The basic analytic procedure of used data lies in the 

analysis of the time series, which enables to judge the 
initial state of the landscape in comparison with the 
existing landscape state by means of monitoring a 
change in the exploitation of parcels, change in areas, 
change in arrangement of the landscape and change in 
natural and naturally close structures. In addition to the 
ArcGIS 9.x extended of Spatial Analyst we used two 
special extensions. For monitoring the changes in the 
exploitation of the landscape, “Change Detection” 
extension is used for satellite images, especially for 
CORINE Land Cover images. The resulting data are 
supplemented with maps, tables, graphs of state and 
development of permanent herbages and with a series of 
ecological indices, all acquired with the use of V-LATE 

and Patch Analyst extension. From LANDSAT satellite 
image, we find out information on a change in the areas 
in the landscape, vegetation and health state of 
vegetation by means of defined vegetation indices and 
ImageAnalysis/Spatial Analyst function. 

 
B.1 Vector-based landscape analysis tools 

extension 
Vector-based Landscape Analysis Tools (V-LATE) 

provides a set of the most frequently used metric 
functions (landscape indices) for the study and 
determination of the landscape structure. It can be freely 
downloaded in two versions, namely 1.0 version 
intended for ArcGIS 8.x program and 1.1 version for 
ArcGIS 9.x. As it is evident, the extension works with 
vector-based data [3]. V-LATE works only with 
polygons of shapefile data format. GRID and 
geodatabase files are not supported. The extension 
button is inactive until the polygon layer is loaded into 
the ArcMap project. The on-the-fly projection is not 
supported by this extension so far and it works only with 
the projected data. When working with a large amount of 
polygons (more than 1500 polygons), the process of 
calculation becomes significantly time consuming. If the 
appropriate classes are not explicitly expressed in the 
attribute table, they are automatically generated by the 
extension [3]. 

 
B.2 Patch Analyst 
The Patch Analyst extension enables to perform spatial 

analyses of the landscape, supports modeling of 
standpoints, maintenance of biodiversity and woods 
management. The extension is available at the webpage 
of the Center for Northern Woods Ecosystems Research 
located at the Lakehead University. It is available in two 
versions, namely 3.12 version intended for the ArcGIS 
3.x version program and 4.0 version for the ArcGIS 9.1 
version program [4]. The menu of the 3.12 version Patch 
Analyst consists of 12 functions, which are divided into 
four thematic groups. 

The first group involves the creation of new layers. 
Compared to V-LATE, this group offers two extra 
functions, namely “Intersect” function (crossing of 
polygons) and “Make Hexagon Regions” function 
(creation of regions of a regular hexagonal shape). The 
second thematic group deals with the setting of the 
parameters: Add/Refresh Area and Perimeter to shapefile 
and Parse Species Composition String (this function 
divides the column with the date of one attribute into a 
given number of columns), The third thematic group 
enables attribute modelling, which allows editing the 
attribute algorithms, i.e. questioning, searching and 
adding the information in the attribute table. The fourth 
thematic group works with the spatial operations: 
Neighbourhood mean (this function defines the 
landscape regions, where the polygons have similar 
values),  Analysis by Regions (analysis of the individual 
categories, e.g. age analysis according to a given region) 
and Spatial Statistics.  
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At this points, it is worthwhile to mention following 
indices: Area Weighted Mean Patch Fractal Dimension – 
AWMPFD and Area Weighted Mean Shape Index – 
AWMSI belonging to the “Shape Index” group and Core 
Area Density – CAD from “Core Area Metrics” group 
[4]. These indices are present only in the Patch Analyst 
extension; they are missing in the V-LATE extension. 

 
B.3 Study area 
The Horňácko region is a small ethnical region that is 

situated in the eastern part of Moravia, close to the 
boundary with the Slovak Republic, in so-called the 
Moravian-Slovak borderland and at the foothill of Bílé 
Karpaty mountain range. The prevailing part of the 
model territory belongs to the CHKO Bílé Karpaty unit. 

The total area of the territory is 14 312 hectares. The 
structure of the agricultural landscape of Horňácko 
region changes crucially during last one hundred years 
due to the political and economical changes, changes in 
the ownership and the transfer of the small-scale 
production to the mass production. The first stage of 
changes took place in the 1950s and 1960s due to the 
process of collectivization resulting in ploughing of 
balks and creation of large fields. The second stage of 
changes took place in the 1970s when more land was 
converted into arable land. This resulted in an increase 
of arable land at the expense of permanent herbages and 
entire environmental disturbance of the structure and 
function of the landscape. After 1989, there was a 
significant step towards development of permanent 
herbages when big parts of the arable lands got grassed 
[5].  

The studied territory is unique for its characteristic 
landscape structure which, for the last 160 years, was not 
so devastated and disturbed by the process of 
intensification of agricultural production and process of 
collectivization compared to the other territories of the 
Czech Republic. Thus, one can say that the Horňácko 
region exhibits a so-called harmonic landscape [6]. 
 

III. RESULTS 

 
A. TTP development 
A complete comparison of the acquired results is 
somewhat complex. The only one year, for which we 
have all the three types of data, is 2000 (or 2001 in the 
case of ZABAGED data if we assume that during one 
year, there was no significant change in the development 
of TTP areas). As far as the year 1990 is concerned, it is 
possible to carry out a comparison only within tabular 
data and CORINE Land Cover (CLC) data. Other 
values, i.e. those from the years 1845, 1948 and 2007, 
can be evaluated in dependence on assumed TTP 
development. 
We encountered a problem in the case of the tabular data 
when the values of the land areas of the individual 
categories are related to the BTU (Basic Territorial 
Units) and do not carry any information on the number 
of lands and their distribution within the territory. Thus, 

from these data, it is impossible to evaluate any 
landscape-ecological indices except the index of change, 
the coefficient of ecological stability (KES) of territory 
and the absolute and relative presence of individual 
categories of land exploitation. 
The whole period of 165 years is characterized by a 
decrease in the TTP area. In the years 1845-1948, almost 
33 % of the total area of TTP was converted arable land. 
The decrease in the TTP area continued also in the years 
1948-1990, when the drop in the TTP area was not so 
striking (less than 10 %). From the year 1990, an 
increase in the TTP area is observed in the period from 
1990 to 2000. For this increase, the values derived from 
the tabular data and CLC data differ, the trend of the 
increase is the same, but the change in the TTP area is 
15.50 hectares (0.43 %) and 901.97 hectares (i.e. 2/3 
increase) from the tabular data and CLC data, 
respectively. In the last monitored time interval from 
2000 (or 2001) to 2007, the increase in the TTP area still 
persists, however, this increase is not so dramatic (about 
44.90 hectares – 1.28 %) as in the case of the previous 
time interval. 
If we concentrate on the resulting values of the area of 
the grasslands for the mentioned year 2000 (or 2001), 
one can see from Table 1 that the values of the tabular 
data and CLC data are very close to each other but are 
not similar with the ZABAGED data as the difference 
between them is approximately 823.13 hectares. 
 

Table 1.Area of TTP  in the Horňácko region from 
particular data in the year 2000 (or 2001). 

 
Data Area of TTP (ha) 

Tabelar data 2679 
CORINE Land Cover 2667,94 
ZABAGED 3496,6 

 
Such a trend evolution in the TTP area is also implied 

by the index of change when the lowest value (IZ = - 
0.86) corresponds to the time interval from 1845 to 1948 
which is period of the highest decline in TTP area at the 
expense of the arable land due to developing agriculture. 
In the years 1848-1990, IZ = - 0.30, signalizing further 
decrease in the TTP area. On the contrary, an increase in 
the TTP area is evidenced in the years 1990-2000 (IZ = 
0.03 from the tabular data and IZ = 0.5 from CLC data). 
In the years 2000(or 2001)-2007, the value of the index 
of change decreased to IZ = 0.01, which confirms that in 
this time interval, there was not so significant change in 
the area of individual categories. 

The evolution of the landscape-ecological indices is 
different comparing the time periods of 1990-2000 and 
2001-2007. In both monitored periods, we see an 
increase in the TTP area at the expanse of the decrease in 
the area of the arable land, increase in the number of 
TTP parcels, increase in the index of mean size of the 
parcel (MPS), total length of edges (TE), density of 
parcel edges (ED), average shape of the parcel (MSI), 
Shannon index of diversity (SDI) and Shannon index of 
equilibrium (SEI), all being similar. The differences are 
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observable for the index of mean parcel edge (MPE), 
fractal dimension (FD), dominance (D) and for other 
indices. According to the index of polygon shape (SI), 
[5] TTP are in a leading position, immediately after the 
category of non-forest greens over the CLC data and 
category of water areas over the ZABAGED data. This 
is caused by the prevailing line character of the 
mentioned categories. 

The number of types of changes in the land 
exploitation shows evidence of the accuracy and 
punctuality of the data of landscape structure of 
Horňácko region. The ZABAGEB data are recorded 
with more detailed landscape structure than those 
coming from CORINE Land Cover. Therefore, much 
more types have been recorded for the ZABAGEB data 
than for the CLC data when analyzing the change in the 
land exploitation. For CLC data, there are only three 
types of changes: non-forest greens to woods, woods to 
non-forest greens and arable land to TTP. For 
ZABAGED data, there are 11 types of changes recorded: 
woods to TTP, woods to arable land, TTP to woods, TTP 
to non-forest greens, TTP to arable land, non-forest 
greens to TTP, arable land to woods, arable land to TTP, 
arable land to non-forest greens, arable land to gardens 
and vineyards, and arable land to build-up area.  

By analysis of the LANDSAT 7 satellite image, we 
defined the most suitable zone for detection of TTP in 
grey tones, i.e. zone No.4 and No.5. In the colour 
combination, the most suitable was a combination of 
zones No.4, No.3 and No.2. The majority of parcels with 
maximum density of vegetation are found in the highest 
altitudes, i.e. in the cadastral territory of Nová Lhota and 
Suchov. On the other hand, parcels with little vegetation 
or without vegetation are found in the cadastral territory 
of Lipov, Louka and in middle part of Horňácko region. 

 
B. Evaluation of calculation accurancy 
The landscape-ecological indices were possible to be 

applied only to CLC and ZABAGED data. Their 
calculations carried out in the Patch Analyst extension 
have been compared with the selected indices in V-
LATE extension and their accuracy has been then 
evaluated. As one can see in Table 2 and 3, the values of 
indices from the CLC data are accurate within two 
decimal digits. The difference is only observed for the 
ZANAGEB data when the value of the index of density 
of parcel edges (ED) and the index of core land area 
(TCAI) differs by decimal digit. By this process, we 
confirmed the consistency and accuracy of the 
calculation of both extensions. When comparing the 
CLC and ZABAGED data, the resultant landscape-
ecological indices are different from year other. The 
increase trend persists, the area of the TTP again slightly 
increases by a few percent in the time period of 2000(or 
2001)-2007. 

 
Table 2. Comparison of accuracy of results of selected 

landscape indices derived from the CLC data. 
Tool Year MPS PSSD ED SDI* TCAI 
Patch 1990 65,05 68,34 6,73 1,36 93,05 

Anal. 2000 81 76,76 10,18 1,44 93,65 
V-

LATE 
1990 65,05 68,34 6,73 1,36 93,05 
2000 81 76,76 10,18 1,44 93,65 

*SDI of all categories of land-use 
 

Table 3. Comparison of accuracy of results of selected 
landscape indices derived from the ZABAGED. 

Tool Year MPS PSSD ED SDI* TCAI 
Patch 
Anal. 

2000 17,31 55,59 29,42 1,35 89,78 
2007 15,33 51,8 30,91 1,36 89,54 

V-
LATE    

2000 17,31 55,59 29,41 1,35 88,49 
2007 15,33 51,8 30,91 1,36 88,09 
 * SDI of all categories of land-use 

 
The resultant values of TTP indices are different when 

comparing the year 2000 (CLC) and 2001 (ZABAGED). 
Especially, the number of land parcels is several fold 
higher for ZABAGED data (more than 622 %). This 
value thus influences other landscape-ecological indices. 

The reason lies in the primary processing of these data. 
CORINE Land Cover data are not so accurate compared 
to the ZANAGED data. The 1:100 000 scale is too small 
for a study of more detailed landscape structures. The 
CLC data consist predominantly of middle and larger 
land parcels but do not include small and line-shape land 
parcels as during the generation, the small land parcels 
have joined up the neighbouring larger categories. Here, 
the minimum area of the land parcel is 25 hectares with 
a minimum width of 100 meters. Therefore, for the CLC 
data, we do not register the category of water area and 
we only occasionally register the non-forest greens of a 
line character. This is also reflected in the update from 
the year 2000 when a plenty of errors were found out 
and a change in the land exploitation was registered if 
the change was higher than 5 hectares. This influences 
not only the number of land parcels but also other 
landscape-ecological indices. 

On the other hand, for ZABAGED data, the structure 
of the landscape is detailed as a whole, the most detailed 
out of the mentioned data. Again, the scale plays an 
important role, but this time, it is ten times smaller than 
1:10 000. This is then reflected in much more detailed 
landscape structure of individual categories and in the 
overall accuracy. 

For further investigation, it would be suitable to also 
include the aircraft image from the time period of 1960-
1970 in order to get a more comprehensive view on the 
development of the TTP area, or to also have the 
prepared CLC2008 data. 

 

IV. CONCLUSION 

The resulting values, obtained from the used data, 
confirmed that the trend of the TTP development at the 
Horňácko region is identical with the trend of the TTP 
development in the Czech Republic. The TTP area was 
the highest in 1845, then the TTP area decreased in 
dependence on the expansion of the arable land until 
1990 after when, thanks to the decline of the agricultural 
production mainly in the under-mountains regions, the 
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renewal of the function of the grass growths takes place 
which is also reflected in the increase in the biological 
diversity of the whole territory. The most dramatic 
changes happened in the years 1845-1945 which was 
caused not only by the proceeding agricultural 
revolution but also duration length of the monitored 
period. This trend of decline continued in the following 
time interval of 1948-1990. In 1990, the mentioned 
turnover is observed in the development of the 
grasslands. From Table 1, one can see that the TTP 
values differ in the year 2000 (or 2001). The difference 
is 11.60 hectares between the tabular data and CLC data, 
which is not such a big discrepancy if we take into 
account the larger territory of BTU with a part of 
Uherské Hradiště district. However, in 1990, the acreage 
difference is more significant and is 2215.03 hectares (in 
favour of the tabular data, i.e. 62 % more compared to 
the CLC data). Inadequacy of the tabular data lies in the 
fact that they are related to the area of BTU and do not 
carry any information on the number of land parcels and 
their distribution within the studied territory. Therefore, 
for these data, it is not possible to evaluate other 
landscape-ecological indices except the fundamental 
ones, mentioned in the text. 

For landscape-ecological indices, we observe an 
increase in the TTP area at the expanse of the arable 
land, increase in the number of land parcels, length of 
land parcels edges and their density, fractal dimension, 
shape of polygons, geological diversity (the Shannon 
indices). The usage of Patch Analyst and V-LATE 
extensions for the landscape-ecological studies and 
changes of the landscape structure represents a very 
suitable and powerful tool to get a comprehensive view 
on the landscape. It is obvious that the TTP state is 
getting much more better which is in a close connection 
with the structural changes within the agricultural land, 
support of grassing in the under-mountains regions, 
agro-environmental programs, support to local farmers 
and initiatives of Ministry of Agriculture and Ministry of 
Environment of the Czech Republic together with the 
grants of the European Union. Thanks to these financial 
supports, one can assume that the increase in the grass 
areas will continue in the forthcoming years. 

The authors make available the detailed results 
together with the table appendices with the area of 
individual categories of the land exploitation and their 
changes, appendices with resulting landscape-ecological 
indices and map appendices documenting the TTP state 
and its evolution at the Horňácko region in the 
monitored time periods. 
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Abstract— In a wind power plant, wind turbine is used to capture 

the wind energy associated with the wind for driving the electrical 

generator, which in turn feeds the load. Power output of wind 

turbines changes in accordance with the wind disturbances, which are 

uncontrollable. In the present paper, the Matlab/Simulink based 

model as developed for a wind turbine is used to control the output 

power during such wind variations. A new methodology as proposed 

is found to be very effective to control its power output. Simulated 

results as obtained are found to be superior in contrast to other 

schemes.  

 

Keywords— Energy, MATLAB/ Simulink, Renewable Energy, 

Wind turbine 

I. INTRODUCTION 

ue to the harmful effects and fast depletion of 

conventional fossil fuels now researchers are looking for 

renewable sources of energy which are ecofriendly such 

as wind power, solar power, tidal power etc. Out of these wind 

power is the fastest-growing source and is expected to be the 

leading source in future also. Wind energy is found to be 

viable source of energy and its installation capacity is 

continuously increasing and presently reached at a significant 

level across the world. Total power generated worldwide by 

the use of wind energy conversion system is around 296225 

MW. On the other hand India is considered to be the 5th 

largest country in producing energy from wind with total 

installed capacity of 19546MW. The worldwide market of 

wind energy has been driven by mainly by the five big 

countries that are China, USA, Germany, Spain, and India. 

Fig.1 shows the assembly of a turbine and generator. 

Wind turbine captures the energy associated with the wind for 

driving generator, which in turn generates electric power. 

Many researchers [1]-[12] tried to analyze the behaviour of 

wind energy conversion system. Major issues and challenges 

related to wind turbine aerodynamics were discussed by [1]. 
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Fig 1 Wind Turbine with generator 

 

Reference  [2] tried to investigate the wind turbine resource 

potential with the help of seven small wind turbines and it was 

found that even for the same power rating, aerodynamic 

characteristics of selected wind turbine effects its production. 

New models to predict the mechanical torque of a wind turbine 

were proposed by [3]. Few researchers [4]-[11] tried to 

investigate the performance of wind turbine with wind speed 

variations. It was observed that rotor speed control by any 

technique may be helpful to control the performance of wind 

turbines, when subjected to wind variations.  

Efforts have been made for the comparison of different 

structures for wind energy system, as well as their mechanical, 

electrical and economical aspects. Reference [4] gave the 

comparison of variable-speed against constant speed wind 

turbine systems. In terms of energy capture, every researcher 

concluded that variable speed turbine will produce more 

energy than constant speed turbines. Based upon this fact, [5] 

proposed maximum power tracking algorithm for operating a 

wind turbine in variable speed mode. Some of the researchers 

[6]-[7] adopted the Matlab/Simulink models for the analysis of 

wind turbines when subjected to wind variations. Whereas [8]-

[10] discussed the pitch control strategies for variable speed 

wind turbines. However such control when incorporated makes 

the system costly and complicated. Reference [11] discussed 

the analysis of a variable blade length wind turbine, which 

includes the effect of extending turbine blade when wind speed 

falls. Similarly [12] presents a review of the state of the art and 

present status of active aero elastic rotor control research for 

wind turbines. With the increasing size of wind turbine blades, 

the need for more sophisticated load control techniques has 

induced the interest for locally distributed aerodynamic control 

systems with build in intelligence on the blades. Such concepts 

are often named in popular terms ‘smart structures’ or ‘smart 
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rotor control’. The review covers the full span of the subjects, 

starting from the need for more advanced control systems 

emerging from the operating conditions of modern wind 

turbine and current load reduction control capabilities. Such 

controls may require special designs for blades, accounting the 

stresses upon the flexible parts.  

In the present paper, the Matlab/Simulink based model as 

developed for a wind turbine is used to control the output 

power during wind disturbances/variations. A new scheme as 

proposed is found to be effective to control the performance of 

wind turbine. Simulated results as obtained are found to 

effective for controlled output. 

II. WIND TURBINE MODELING 

Following equations are used to develop the wind turbine 

model as shown in fig 2. 

 

    --------------- (1) 

 

Where 

 

 = Power coefficient  

 v = Wind speed (m/sec) 

 R = Blade radius (m) 

 

The power coefficient (  is a function of blade pitch angle β 

and tip speed ratio λ.  Equation (1) may be used to define the 

power coefficient as: 

 

     ---------------- (2) 

 

The tip speed ratio as defined as the ratio between wind speed 

and rotor speed, and is expressed as:  

 

         ------------------- (3)    

 

This gives: 

 

        ------------------- (4)    

 

The general equation which may be used to define the power 

coefficient  is: 

 

 
 

With  

 

 
 

Coefficient  to  , depend on the design wind turbine.  

 

Fig. 3 shows the variation of power coefficient with tip speed 

ratio for different values of pitch angle. However in the present 

paper pitch angle is assumed to be constant as zero degree. 

 

 

 
Fig.2 Wind turbine model 

 

 

 
Fig. 3 Variation of Cp with λ 

 

III. RESULTS AND DISCUSSIONS 

The Matlab/Simulink model of wind turbine as developed is 

shown in fig.4. The model as shown may be used to control the 

output power during wind disturbances/variations, with 

constant blade pitch angle as zero degree. 

 

 

 

 
 

Fig.4 Simulink model of wind turbine 
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Fig.5 Effect of wind disturbances when rotor speed varies in proportion to wind speed 

 
 

Fig. 6 Effect of wind disturbances when rotor speed is maintained constant 

 
 

Fig. 7 Effect of wind disturbances when rotor speed is varied in a controlled manner 
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Fig.5 to Fig.7 shows the simulated result on a wind turbine 

with Rated Power 1KW, Wind Blade Radius 1.04m, Cut-in 

Speed 4m/s and Rated Wind Speed 10m/s.  Turbine when run 

at the rated wind speed of 10 m/sec and blade speed of 77.8 

rad/sec, results in to the rated power output. 

Fig.5 shows the simulation results for Tip Speed Ratio, Power 

Coefficient, Power and Torque in case wind varies randomly 

between 10m/s to 12m/s. During simulation, rotor speed goes 

on changing in proportion to wind. As observed it results in to 

the large variations in output power and torque, even lambda 

and power coefficients are maintained. This shows the 

uncontrolled behaviour of the turbine. 

Fig.6 shows the simulated results during wind disturbance, 

when rotor movement is controlled and it is kept constant as 

77.8 rad/sec. Such control i.e constant speed operation does 

not lead to satisfactory operation in terms of output power and 

torque. It is due to the large variations in lambda, which 

depends upon wind speed.  

However simulated results as obtained using the proposed 

scheme, which involves the speed variation in a specific 

manner as defined by equations (1) to (4), are shown in fig. 7.  

As shown the output power of the turbine can be maintained as 

rated one, even during random wind disturbances. A 

comparison of the simulation results as shown in fig. 5 to 7 

indicates the effectiveness of scheme as proposed. Power 

output is controlled using simultaneous control of lambda and 

power coefficient by controlling the rotor speed in a specific 

manner. 

IV. CONCLUSIONS 

In the present paper, the Matlab/Simulink based model as 

developed for a wind turbine is used to predict the behaviour 

of wind turbine, with randomly varying wind disturbances. 

Two control schemes as described are adopted to control the 

output power during such operations. The new scheme as 

proposed is found to be superior in contrast to other scheme. 

Comparison of simulated results as shown proves the 

effectiveness of proposed scheme. 
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Keywords—Exhaust emissions, SI engine, Steam injection, 
Thermal barrier layer 

 
Abstract—In this study, steam injected SI engine, TBL coated 

piston (MgO-ZrO2 ceramic component) SI engine and TBL coated 
piston SI engine with steam injection have been compared in terms of 
performance and exhaust emissions with standard SI engine. 
Significant improvements have been observed in the performance and 
pollutant emissions. While the engine torque increased up to   8.3% at 
2800 rpm in comparison to standard gasoline engine and TBL coated 
piston with 20% steam injection, specific fuel consumption, HC and 
NOx emissions significantly decreased. It is clear that this study 
could be used by the real-engine designers by considering the effects 
of steam injection into the gasoline engine cylinder. 
 

I. INTRODUCTION 
UE to the emission legislations of internal combustion 
engines, engine designers has taken a precaution such as 

ceramic coated method to reduce flame-quenching  areas. 
From that point of views, thermal barrier layer (TBL) coating 
have been successfully applied to gasoline engines to reduce 
particularly HC emissions. TBL coating have been used to 
increase component life and become a barrier against heat 
transfer and corrosion.  Furthermore, engine warms up in a 
short time during the first start and heat transfer decrease in a 
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combustion chamber, thus combustion efficiency increases 
[1,2] 

From the open literature, there have been several studies of 
TBCs in gasoline engines about emissions and performance 
parameters [3-8]. Durat et al. investigated the temperature 
gradients in the standard and two different partially stabilized 
ceramic coated pistons and observed the sharp increase in the 
temperature of the coated area of the piston [9].   Chan studied 
that instead of using a single-property yttria-stabilized zirconia 
(YSZ) coating to achieve the thermal barrier for the piston 
crown to investigate the emissions and performance 
parameters [10]. Esfahanian et al. calculated the heat transfer 
to an engine piston crown with using three different methods 
for the combustion boundary condition and observed that 
using spatial and time averaged combustion side boundary 
condition is a suitable treatment method within engineering 
approximations [11]. Cerit et al. İnvestigated the influence of 
partially thermal barrier coating on piston temperature 
distribution and cold start HC emissions of a gasoline engine 
and results show that the surface temperature of the coated 
piston part was enhanced up to 100 °C [5]. Miller examined 
the thin thermal barrier coatings for protecting aircraft turbine 
section airfoils and the discussion focuses to TBC use for 
component life extension and more recently as an integral part 
of airfoil design [12].  Chan and Khor presented the work 
completed on a low heat rejection engine on a three-cylinder 
SI Daihatsu engine with piston crowns coated with a layer of 
ceramic, which consisted of yttria-stabilized zirconia (YSZ) to 
investigate engine performance [13]. 

In conclusion, ceramic coated applications are only used to 
reduce HC emissions however NOx emissions increase with 
the high in-cylinder temperature, when piston has been coated 
with high thermal capacity component.  

In this study; steam injected SI engine, TBL coated piston 
(MgOZrO2 ceramic component) SI engine and TBL coated 
piston SI engine with steam injection have been compared in 
terms of performance and exhaust emissions with standard SI 
engine..  
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II. MATERIAL AND METHOD 

A. Experimental Set-up [14] 
The experiments were carried out with “Lombardini” SI 

engine. So as to measure brake torque, the engine is coupled 
with an electric dynamometer of 20 kW absorbing capacity 
using an “S” type load cell with the precision of 0.01kg. Table 
1 shows the engine specification. 

 
Table 1. Engine Specifications 

Engine Type Lombardini 
Bore [mm] 72 
Stroke [mm] 62 
Cylinder Number 2 
Stroke Volume [dm3] 0.505 
Effective Power, [kW] 15 
Compression Ratio 10.7 
Cooling Type Water 

 
MRU Spectra 1600 L type gas analyzer was used so as to 

measure exhaust emissions. The gas analyzer gives the 
amounts of CO, CO2, NO, NOx and HC emissions in (%) and 
ppm. 

The piston is coated with ceramic material towards the top 
to center of the piston with 8 mm width and 0.5mm thickness. 
The TBL material of the piston is composed of MgO–ZrO2 
which has a low thermal conductivity, thermal diffusivity and 
a high heat capacitance causing the entrance temperature of 
the crevice to increase. Atmospheric plasma spray coating 
method was used to coat the combustion chamber 
components. The TBL composed of a 0.30 mm thick MgO–
ZrO2 layer over a NiCrAl bond coat of 0.20 mm thick [14]. 

In order to carry out the steam injection into the engine, 
electronically controlled steam injection system has been 
developed. Figure 1. shows steam rail and solenoid  injectors 
fitted with suction manifold [14] . 

 
Figure 1.Injector slot placed in the suction manifold and steam 

injector fitted with injector slot 
Experiments were done at variable engine speeds 1600, 

2000, 2400, 2800, 3200 and 3600 rpm and full load condition 
[14].  

III. RESULTS AND DISCUSSION 

A. Performance Parameters 
1) Engine Torque 

Figure 2 illustrates the comparison of engine torque of 

steam injected (S20), TBL coated piston (MgOZrO2 ceramic 
component) (STD TBL), TBL coated piston with steam 
injection (TBL+S20) and Standard SI engine (STD). As can 
be seen from the Figure that the most increase in engine torque 
is 8.3% at 2800 rpm in comparison to standard gasoline engine 
and TBL coated piston with 20% steam injection. The 
maximum torque is found as 33.9 Nm at 3200 rpm with 
TBL+S20. 

 
Figure 2.  Comparison of Engine Torque 

2) Effective Power 
Figure 3 illustrates the comparison of effective power of 

steam injected (S20), TBL coated piston (MgOZrO2 ceramic 
component) (STD TBL), TBL coated piston with steam 
injection (TBL+S20) and Standard SI engine (STD). As can 
be seen from the Figure that the most increase in effective 
power is 8.3% at 2800 rpm in comparison to standard gasoline 
engine and TBL coated piston with 20% steam injection. The 
maximum effective power is found as 11.4 kW at 3600 rpm 
with TBL+S20. 

 
Figure 3.  Comparison of Effective Power 

3) Specific Fuel Consumption 
Figure 4 illustrates the comparison of SFC of steam injected 

(S20), TBL coated piston (MgOZrO2 ceramic component) 
(STD TBL), TBL coated piston with steam injection 
(TBL+S20) and Standard SI engine (STD). As can be seen 
from the Figure that the most decrease in SFC is 9.9% at 2800 
rpm in comparison to standard gasoline engine and TBL 
coated piston with 20% steam injection. The minimum SFC is 
found as 255.6 g/kWh at 3200 rpm with TBL+S20. 
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Figure 4.  Comparison of Specific Fuel Consumption (SFC) 

B. Exhaust Emissions 
1) HC Emissions 

Figure 5 illustrates the comparison of HC Emissions of 
steam injected (S20), TBL coated piston (MgOZrO2 ceramic 
component) (STD TBL), TBL coated piston with steam 
injection (TBL+S20) and Standard SI engine (STD). As can 
be seen from the Figure that the most decrease in HC 
Emissions is 38.1% at 3600 rpm in comparison to standard 
gasoline engine and TBL coated piston with 20% steam 
injection. The minimum HC emissions is found as 177 ppm at 
3600 rpm with TBL+S20. 

 
Figure 5.  Comparison of HC Emissions 

2) NOx Emissions 
Figure 6 illustrates the comparison of NOx Emissions of 

steam injected (S20), TBL coated piston (MgOZrO2 ceramic 
component) (STD TBL), TBL coated piston with steam 
injection (TBL+S20) and Standard SI engine (STD). As can 
be seen from the Figure that the most decrease in NOx 
Emissions is 50.7% at 2800 rpm in comparison to standard 
gasoline engine and 20% steam injection. The minimum NOx 
emissions is found as 1281 ppm at 3600 rpm with S20. 

 
Figure 6.  Comparison of NOx Emissions 

3) CO and CO2 Emissions 
Figure 7 and 8 illustrate the comparison of CO and 

CO2Emissions of steam injected (S20), TBL coated piston 
(MgOZrO2 ceramic component) (STD TBL), TBL coated 
piston with steam injection (TBL+S20) and Standard SI 
engine (STD), respectively. As can be seen from the Figure 
that the most decrease in CO and CO2 Emissions is 50.7% at 
3600 rpm and 4.5% at 1600 rpm in comparison to standard 
gasoline engine and 20% steam injection, respectively. The 
minimum CO and CO2 Emissions are found as 1.25% at 2000 
rpm and 10.99% at 3600 rpm with Standard SI Engine, 
respectively. 

 
Figure 7.  Comparison of CO Emissions 

 
Figure 8.  Comparison of CO2 Emissions 

IV. CONCLUSION 
In the study, the effects of electronic controlled steam 

injection on standard SI engine and partially coated SI engine 
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are investigated experimentally. The study showed that when 
the steam injection is applied to both two SI engine modes, the 
performance and exhaust emissions have been improved 
significantly and corrosive side effects can be eliminated. The 
method can be adopted to SI engines in real applications. 
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